A REVIEW ON FACE FEATURE EXTRACTION TECHNIQUE FOR FACE RECOGNITION SYSTEM
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Abstract: Face recognition applications are widely used in various areas like human authentication, surveillance system etc. In Front face recognition, we may compare whole face template but for side view face recognition it is advisable to extract individual face features for further investigation. So, face feature extraction is vital step of face recognition because recognition result depends on how accurately features are extracted. An accurate classifier gets failed if face features are not accurately extracted. Authors’ review existing methods of face feature extraction with their advantages and limitations.
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I. INTRODUCTION

Face recognition has always been a challenge in computer vision in recent years; efficient face recognition has keen focus of research for human identification. Over the recent years, face recognition system consisting of mainly three steps i) face detection, ii) feature extraction, iii) classification (feature matching).

In the detection stage, the portion of the image having face is located. In the feature extraction step, the detected face is described in terms of various features. If feature extraction step does not perform well then best classifier cannot produce accurate results. Good feature extraction is those that on one hand, minimizes intra-person dissimilarities and on the other hand maximizes differences between persons. Finally, the classification step determines whether a certain feature corresponds with a target face or a model [1]. Feature extraction is very essential if face is side view, it is not advisable to compare whole side face template with database front face because rim of face is different [5, 25]. So it requires efficient feature extraction technique.

2. REVIEW OF FACE FEATURE EXTRACTION TECHNIQUES

Following are popular technique used for feature extraction for front and side view face recognition up to certain angel with restraint.

2.1 Gabor Filter Approach

Gabor filters have proved to be a powerful tool for facial feature extraction for front face. This method is capable of deriving multi-orientation information from a face image at several scales, with the derived information being of local in nature [2, 3, 4]. The usual approach while using Gabor filters for face recognition is to construct a filter bank with filters of different scales and orientations. In the spatial domain, A 2-D Gabor filter in time domain is represented as

\[ \psi_{u,v}(x, y) = \frac{f_u^2}{\pi \gamma^2} \exp \left( \frac{f_u^2 x^2 + f_v^2 y^2}{\gamma^2} \right) \exp(j2\pi f_u x) \]

Where \( x = x \cos \theta_v + y \sin \theta_v \)

The filtering result both the phase \( \psi_{u,v}(x, y) \) and the parameters \( f_u \) and \( \theta_v \) are defined as \( f_u = \frac{f_{\text{max}}}{2}(u/2) \) and \( \theta_v = \frac{\pi}{8} \).

Gabor filters represent Gaussian kernel functions modulated by a complex plane wave whose center frequency and orientation are defined by \( f_u \) and \( \theta_v \), respectively. The factors \( \gamma \) and \( \eta \) define the ratio between the center frequency and the size of the Gaussian envelope. Commonly the values of \( \gamma \) and \( \eta \) are set to \( \gamma = \eta = \sqrt{2} \).

Let \( I(x, y) \) denote a grey-scale face image defined on a grid of size \( m \times n \) and let \( w_{u,v}(x, y) \) represent a Gabor filter determined by the parameters \( f_u \) and \( \theta_v \). The filtering operation with the Gabor filter can then be written as follows

\[ G_{u,v}(x, y) = I(x, y) \ast w_{u,v}(x, y). \]

Where \( G_{u,v}(x, y) \) denotes the complex convolution result which can be decomposed into a real and an imaginary part:

\[ E_{u,v}(x, y) = \text{Re}[G_{u,v}(x, y)] \]

\[ O_{u,v}(x, y) = \text{Im}[G_{u,v}(x, y)]. \]

Based on the decomposed filtering result both the phase \( \phi_{u,v}(x, y) \) as well as the magnitude \( A_{u,v}(x, y) \) filter responses can be computed as:

\[ A_{u,v}(x, y) = \sqrt{E_{u,v}^2(x, y) + O_{u,v}^2(x, y)} \]

\[ \phi_{u,v}(x, y) = \arctan \left( \frac{O_{u,v}(x, y)}{E_{u,v}(x, y)} \right) \]

While exhibiting desirable belongings, such as orientation selectivity or spatial locality, Gabor filters have also some shortcomings too. These limitations crucially affect the characteristics and size of the Gabor illustration of a given face image. Amongst these demerits the use of non-orthogonal filters is the most important one. This redundant information makes the Gabor face representation affects the size of the face representation.
Gabor filter works well with front face orientation but not good support in side view face and face expression. Its execution speed is low as it require more no of iterations.

### 2.2. SIFT Based Face Recognition

Scale-invariant feature transform (SIFT) is an algorithm in computer vision to detect and describe local features in images. Due to its excellent performance, SIFT was widely accepted for many face recognition applications, but the implementation of SIFT was complicated because of detecting false key-points in the face image due to background objects. Reliable and accurate matching of image features has become a basic problem in computer vision applications. Scale-Invariant Feature Transform (SIFT) was published in 1999 and upgraded in 2004 [6] which was used to detect and describe local image features. SIFT is an outstanding feature descriptor, because it is invariant to affine distortion and illumination changes.

Various steps in SIFT algorithm are:

#### Step 1: Constructing a Scale Space:

We begin with an image and generate progressively blurred copies of it. Then original image will resize to half of its size and again create blurred images and the process continues. The number of octaves, octave number of blurred images in each octave and the amount of blurring depends on size of the image. Mathematically, the blur can be obtained by Gaussian operator and is shown below

\[
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x^2+y^2)}{2\sigma^2}}
\]

\[
L(x, y) = G(x, y, \sigma)*I(x, y)
\]

\(L\) = Blurred image.
\(G\) = the Gaussian blur operator.
\(I\) = Image to get blurred.
\(x, y\) = coordinates.
\(\sigma\) = the amount of blur.

#### Step 2: Application of Gaussian:

While finding Difference of Gaussian, an image can be blurred a little and a second order derivative can be calculated on it. This locates edges and corners on the image. These edges and corners are good for finding key points. It should be noted that the second order derivative is extremely sensitive to noise. The blur smoothes the noise and stabilizes the second order derivative.

#### Step 3: Finding Key-points:

Finding key points is a two part process as mentioned below.

a. locate of maxima/minima in DoG
b. find sub pixel maxima/minima

#### Step 4: Getting rid of Bad Key-points:

Bad key points are removed by using following processes.

a. removing low contrast features:

b. removing edges:

#### Step 5: Assigning Orientation to Key-points:

Here in this step we collect gradient directions and magnitudes around each key-point. The gradient and magnitude will calculate by these formulas:

\[
m(x, y) = \sqrt{(L(x+1, y) - L(x-1+y))^2 + (L(x, y-1) - L(x-1+y))^2}
\]

\[
\theta = \tan^{-1}((L(x,y+1) - L(x,y-1))/(L(x+1,y) - L(x-1,y)))
\]

The magnitude and orientation is calculated for all pixels around the key-point.

#### Step 6: Generate Histogram based on features:

The paper [7] proposes Volume- SIFT (VSIFT) and Partial-Descriptor SIFT (PDSIFT) for face recognition based on the original SIFT algorithm. Here, Cong Geng et.al. performs comparison of holistic approaches: Fisherface (FLDA), the null space approach (NLDA) and Eigen feature Regularization and Extraction (ERE) with feature based approaches: SIFT and PDSIFT. Experiments on the ORL and AR databases show that the performance of PDSIFT is significantly better than the original SIFT approach. Moreover, PDSIFT can achieve comparable performance as the most successful holistic approach ERE and significantly outperforms FLDA and NLDA. Volume-SIFT (VSIFT) approach eliminates unreliable keypoints not based on the contrast value of \(O(x,y,\sigma^2)\) at the location of each candidate keypoint but based on the volume of the structure:

\[
V(x,y,\sigma^2) = \sigma^2 \left| O(x,y,\sigma^2) \right| = \sigma^4 \left| \nabla^2 G \ast I(x,y) \right|
\]

Where \(\sigma\) is the scale of the keypoint.

\[
V_1(x,y,\sigma^2) = \sigma^1 \left| O_1(x,y,\sigma^2) \right|
\]

\[
V_2(x,y,\sigma^2) = \sigma^2 \left| O_2(x,y,\sigma^2) \right|
\]

Here, the values of \(V(x,y,\sigma^2)\) at location of each candidate keypoint are evaluated and, if this value is below some threshold, the keypoint is removed. In order to compute the descriptor for each keypoint, a support of 16 × 16 pixel neighborhoods around each keypoint in the Gaussian blurred image at the key point’s scale is needed. For an input image with a size 200 × 200 pixels, detect some key points around the scale \(\sigma = 32\). And for the keypoint to be detected on a large scale, we need a support with size \((16 \times 24) \times (16 \times 24) = 256 \times 256\) pixels according to the original input image. In this case, the keypoint are not described due to the limitation of image size. Hence, here proposing the Partial-Descriptor-SIFT (PDSIFT) to enable the keypoints detected at large scales or near face boundaries.
descriptor $F$ is a 128 dimensional vector. And we define a diagonal matrix $M$ as a descriptor mask with size $128 \times 128$

$$m_{ii} = \begin{cases} 1, & \text{if the block is valid} \\ 0, & \text{if the block is invalid} \end{cases}$$

Where $I \in (1,128)$.

And the similarity between gallery descriptor $F_g$ and probe descriptor $F_p$ can be calculated as:

$$S_{gp} = \frac{F_{mg}^T \cdot F_{mg}}{|M_p F_{mg}| |M_g F_{mp}|}$$

Where $M_g$ and $M_p$ are mask matrices for $F_g$ and $F_p$, respectively. $S_{gp}$ actually represents the similarity between gallery and probe descriptors in the common valid subspace.

### 2.3 KERNEL PCA Based Extraction

Different color spaces are applicable for different applications. This paper [8] investigates the performance of face recognition with some color spaces using kernel-based Principal Component Analysis (Kernel-PCA). Kernel-PCA is a non-linear extension from the normal PCA algorithm. Experiments are performed with the Gaussian kernel function. Color spaces are linear or non-linear transform from RGB. In this paper, the RGB, YCbCr, and HSV color spaces are compared with the gray image (luminance information - Y).

Kernel-PCA is used to extract features from individual color components or from combining the three components of every color space in one vector. The experiments are performed on FEI color database [9]. FEI database is frontal face images with seven profile images rotation of up to about 180 degrees and two different facial expression images. The experimental results show that the V color component of the HSV colorspace outperforms all the used color organization.

Schölkopf et al. [10] have developed a nonlinear PCA called Kernel-PCA. The kernel-PCA is not interested in principal components in input space, but rather in principal components of variables which are nonlinearly related to the input variables [11].

In brief, the following steps were necessary to compute the principal components: first, compute the dot product matrix, the associate eigenvector. Secondly, compute its eigenvectors and normalize them. Third, compute projections of a test point onto the eigenvectors. The k-nearest neighbor classifier (k-NN) is a method for classifying objects by finding the closest k neighbors in the feature space. Different parameters are used with k-NN, such as value of k nearest neighbors and distance model. In our work, the Euclidean norm distance is used to find the class of the closest query point.

For face recognition using Kernel-PCA, the use of one individual color components is more effective than the use of the combination of three color components. The Kernel-PCA method with gray images performed a recognition rate of 89.25%. The V from the HSV color space outperforms all the used color components, 91.75%. The individual color components can provide an improvement from 0.5% to 2.5% recognition rate while using the gray image.

### 2.4 MB LBP Based Face Recognition

Ahonen et al. [12] proposed Local Binary Patterns (LBP) method for extract local information, which is invariant to illumination and orientation conditions. Since then many researchers have applied LBP for Face recognition. Petpon et al. [13] applied LBP for Face recognition on Yale face database B and obtained average recognition rate of 87 %. Further, variants of LBP features have been proposed namely Elongated LBP (ELBP), Multi Scale block LBP (MBLBP), VLB, LGBP, SLBP [14]. Petpon et al. [13] applied LLBP for face recognition on Yale face database B and obtained 89.71% average recognition rate, SLBP on the same database and reported 62.28% average recognition rate. Applying MB-LBP yielded 89.68% average recognition rate.

The original Local Binary Patterns (LBP) operator labels the pixels of an image with decimal numbers, which are called as LBP or LBP codes by accounting the local structure around that pixel [12]. Here the central pixel’s gray-value is compared with its eight neighbors and pixels values lesser than the center pixel are encoded with 0 and others are encoded as 1. For a given pixel, concatenating all these binary values in a clockwise direction, which starts from the one of its top-left neighbor, a binary number is obtained and the corresponding decimal value of this binary number is then used to label the given pixel.

Features calculated from the 3x3 local neighborhoods cannot capture macro-structures (larger scale structure) that may be dominant features of a face. In order to capture the micro structures and as well as the macro structures, multi scale block LBP (MB-LBP) was proposed [15]. Multi scale block LBP is a variant to the basic LBP with neighborhoods of different operator sizes (3 x 3, 6 x 6, 9 x 9, 12 x 12, 15 x 15 and 18 x 18, to name a few). MB-LBP labels a pixel of the image by comparing the average gray-values of neighborhood sub-regions with the average of center sub regions gray value. The MB-LBP operator consists of 9 blocks. The scale of the MB-LBP operator is denoted as $s \times s$, where $s$ denotes the size of each block in the operator. The scalar values of averages over blocks are computed using the integral image so MB-LBP feature extraction process is faster compared to other variants of LBP.

MB-LBP operator gives better recognition rate than the holistic approach using Mahalanobis cosine distance metric. The performance of face recognition system is affected by the operator size and the grid that the face image is divided. It is found that as the operator size increases, the recognition rate decreases. If the number of grids per image is increased to some extent, the recognition rate improves due to increased spatial information found in the facial images. There is a trade-off in operator size and maximum grids per image to get better recognition rate.
2.5 EIGEN SPACE APPROACH

Eigenspace-based methods, mostly derived from the Eigenface-Algorithm, project input faces onto a dimensionally reduced space where the recognition is carried out, performing a holistic analysis of the faces. Different eigen space-based methods have been proposed. Eigenspace-based face recognition [16-19] corresponds to one of the most successful methodologies for the computer aided recognition of faces in digital images. Starting with the Eigenface-Algorithm, different eigenspace based approaches for the recognition of faces have been proposed in the last few years. They differ mostly in the kind of projection method used, in the projection algorithm employed, or in the use of simple or differential images before/after projection, and in the similarity matching criterion or classification method employed.

The first step is in Eigen space algorithm is to create database and load database, the database can have M number of images that each image have size of N*N. Once we have the training set, convert face images in training set to face vectors. Each image in data set should convert to a column vector. If image presents by the size of N*N converts to a 1*N vector column form.

Fig 2: convert image to vector column.

Once we have converted all images to face vectors, the next step is normalisation of face vectors. For the normalization first we calculate the average vector (Mean) of face vectors. Mathematically Mean of each observation that is shown in equation (1).

$$Mi = \sum_{i=0}^{m} \sum_{j=1}^{p} face_Db(i,j)$$

The mean vector will have the dimension (M)_{nm+1}

After calculate the average face vectors(means) then we calculate the normalization of face vectors ,for normalized face vector easily we subtract face vectors from average face vector(mean).

Mathematically is shown as

$$(\Delta(M))_{nm+1} = (face_Db(i))_{nm+1} - (M)_{nm+1}$$ (2)

Where $i \in 1,2,3,\ldots,p$

After normalize the face vector we calculate eigenvectors that we need to calculate covariance matrix C. The covariance matrix has given by

$$C=AA^T$$ [3]

Where $A=\{N_{f_1},N_{f_2},N_{f_3},\ldots\ldots,N_{f_m}\}$

Matrix A has size of $N^2 \times M$, which each normalized face vector has size of $N^2$ and M is the number of face vectors. The size of the Covariance matrix s very large

$$C=A_{N^2 \times M} \cdot A^T_{M \times N^2}$$

Fig 4: high dimensional eigenvector matrix.

With the above calculation the covariance matrix system will run slowly or run out of memory because the computational complexity will be so large. So dimensionally reduction is applied to the Covariance matrix

$$C=A^T_A$$

Then

$$C=A_{M \times N^2} \cdot A^T_{N^2 \times M}$$

Fig 5: low dimensional eigenvector matrix.

With the above formula we reduce the calculation and effect of noise on the needed eigenvectors.If you assume $N^2=2500$ and M =100 then the first covariance has the size of 2500*2500 but the second fourmula will give 100 * 100 it means we reduce noise and calculation from eigenvectors.

The next step after finding eigenvector is to find the best orthogonal noise free Eigen-Faces.
Support Vector Machines is analyzed. The 2-D Discrete Wavelet Transform has been used to process the ORL standard face images to form the low frequency sub images by extracting the low frequency component. Then the PCA method is used to obtain the characteristics of these sub images. At last, the extracted eigenvectors are put into the SVM classifier for training and recognition. The experimental results indicate that this algorithm reduces the computational quantity because the dimension of the total population scatter matrix of the source images has deduced a lot and the performance of the SVM classifier is superior to many other classifiers. Compared with the traditional PCA face recognition algorithm, the calculation speed and the recognition efficiency are enhanced.

The main steps in this algorithm are

1. Wavelet decomposing
   Related experiments manifest that the information of the face images have been decomposed in some degrees after the 2-D Discrete Wavelet Transform and the sum of every sub image is close to the entire energy. The size of the image decreased to 1/16 of the original image. In this paper, the ORL face images have been through the 2-D Discrete Wavelet Transform first, the low frequency component LL2 been extracted then so that the resolution rate reduced to 28×23.

2. Characteristic extraction
   Calculate the total population scatter matrix
   \[
   S_w = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)(x_i - \mu)^T
   \]
   of the processed images above, here \(x_i\) refers to the image vector of number i low frequency face image training set, \(\mu\) refers to the average image vector of the set. \(N\) refers to the total number of the image. Then do the K-L transform to \(S_w\). Owing to the \(S_w\) can be expressed
   \[
   S_w = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} (x_i - \mu)(x_i - \mu)^T = \frac{1}{N} XX^T.
   \]
   By a matrix, \(R=XX^TX\) can be constructed. Then calculate the eigenvalue and the corresponding eigenvector through SVD decomposing and then the K-L orthogonal normalized eigenvector
   \[
   u_i = \frac{1}{\sqrt{\lambda_i}} X v_i
   \]

3) SVM classification and the reorganization
For the multiple class pattern recognition, there are many ways. Suppose there are k classes.

a) One-Against-The-Rest:
Construct k sub classifiers, earmark the sample belongs to the class j as the positive class and the other samples as the negative class. Choose the class which has the maximum discriminate function as the class of the test data.

b) One-Against-One:
Construct \(k(k-1)/2\) sub classifiers, every classifier trains two different kinds of data and the voting strategy has been used in this classifier.

2.6 Improved PCA with DWT
In this paper [24], an improved PCA face recognition algorithm based on the Discrete Wavelet Transform and the

The above Eigen faces should represent each image in training set. We avoided lot of calculation and effect of noise reduces dimensionality. After finding the best K Eigen-Faces the next step is to find Weight vector for each Eigen-Face. It’s shown below.

\[
\Omega = \begin{bmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
w_5 \\
w_6
\end{bmatrix}
\]

\[
\Omega = \begin{bmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
w_5 \\
w_6
\end{bmatrix}
\]

Fig 7: shows the weight vectors.

\(\Omega\) = weight vector, the weight vector represents by PCA result. Each \(w\) is the percentage of each eigenface that contribute to make each image in training set.

The projection methods employed in the paper [20] for the reduction of dimensionality are PCA [21], FLD [22], and EP [23].PCA is a general method for identifying the linear directions in which a set of vectors are best represented in a least-squares sense, allowing a dimensional reduction by choosing the directions of largest variance. The theoretical solution of this problem is well known and obtained by solving the eigensystem of the correlation matrix \(R\). On the other hand, FLD searches for the projection axes on which the input vectors of different classes are far away from each other (similar to PCA), and at the same time input vectors of a same class are close to each other. The solution of this problem is obtained by solving the general eigensystem for the so-called within-class and between-class scatter matrices. When using the standard approach, the best results are obtained with the FLD-Whitening-Euclidean combination. Using other FLD combinations very similar results are obtained. These results confirm the better theoretical discrimination ability of FLD over PCA, and the results reported when Fisherfaces was proposed for the first time. It also elaborated that the FLD algorithm obtains projection axes that best separates the input data in a least-squares sense. The Bayesian classifier and SVM give similar results while using small and large datasets.

Fig 6: selected Eigen-faces.
c) The way to resolve one time:

Different from the above two methods, another method is presented that can solve the multiple class problems for one time; it evaluates k SVM classifiers simultaneously from an optimized problem.

In this paper [24], the 2-level 2-D Discrete Wavelet Transform with the sym2 wavelet base has been used to preprocess the face images in the ORL standard facedatabase, then the low frequency component has been extracted so that the total population scatter matrix of the face images can be trailed off and the most energy of the image is reversed. Then use the classical PCA algorithm to calculate the eigenvector and put the effective eigenvectors into the SVM Classifier for training and recognizing. The experiments prove that this algorithm can improve the calculation speed and recognition rate. The further research-orientation in the future is to choose the wavelet base which can lead to faster calculation speed and higher recognition rate to improve the preprocessing efficiency of the image, and to ameliorate the classifying strategy of the SVM classifier to solve the problem that recognition speed slows down when the amount of the extracted eigenvector is too large.

III. CONCLUSION

Various Face feature extraction methods are discussed and its performance is analyzed. Most of this popular face recognition algorithms are limited in its performance due to various reasons like illumination changes, pose variations etc. So, it is difficult to develop generalise approach that work in all environment of face recognition.

IV. FUTURE WORK

Many approaches of front face recognition is developed but still it requires to develop approach of side view face recognition with specific angle in control environment with normak face expression behaviour.
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