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Abstract : Epilepsy is a central nervous system disorder that is well defined by the startling and atypical behavior of 

seizures and causes loss of consciousness. The Electroencephalogram (EEG) signal is particularly good for assessing 

neurogenic activity and is often used in central nervous system interfaces in the human brain, and neuron disease 

diagnosis. Among the three modules, discrete wavelet transforms(DWT), feature extraction (FE), and the classification 

of the support vector machine(SVM), the FE unit matches the relevant neurobiological areas of the EEG data using the 

9/7th DWT and extracts the required features. Feature extraction classifies the extracted EEG information into four 

basic sub-bands namely, alpha, beta, gamma, and theta. Feature Extraction utilizes signal analysis methods and 

computer technologies to extract information from electroencephalography signals. The proposed design consists of 

medically converted EEG data, DWT, wavelet decomposition, higher-order statistics, a feature extraction (FE) module, 

and an SVM module unit. Among the various machine-learning techniques, the support vector machine differentiates 

between healthy and unhealthy illnesses such as epileptic seizures, SVM is deployed due to its high reliability & 

adaptation to the presence of arbitrary nonlinear decision limits. The posited designed system provides higher accuracy 

and reliability compared to the conventional methods designed before in time. 
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I. INTRODUCTION 

A     neurodegenerative     disease, epilepsy     results from briefly occurring aberrant neurotransmission in virtually any region 

of the brain. Seizures are the most common side effect of seizures and are characterized as a transient change in movement, 

behavior, feelings, or consciousness that lasts from a few seconds to a few minutes. An EEG measures brainwave activity. DWT has 

gained notoriety as a highly effective signal evaluation method for a wide range of practical applications. EEG Feature Extraction 

uses mathematical signal analysis methodologies and computer technologies to retrieve confessions from electroencephalography 

(EEG) impulses. Because of its excellent accuracy and flexibility to nonlinear decision limits,    SVM    is    widely    employed.    

The    SVM    is an iterative learning technique that employs a kernel approach to convert raw data into the higher dimensional 

feature space before segregating the data using a hyper-plan with maximum margins. Medically transformed EEG data, DWT,   

discrete   wavelet    transforms    (dwt,    higher- order statistics, a feature extraction (FE) module, and even an SVM unit are all part 

of important applications. The FE module fits the neurobiological regions of the electroencephalogram (EEG) signal with the 9/7th 

Daubechies discrete wavelet transform and extracts the appropriate features. SVM is used to categorize healthy and aberrant or 

pathological states along with other classification algorithms because of its excellent accuracy and flexibility to the presence of 

multicollinearity bounds.D. Lasemidis et al. 

[1] outlined the topic of seizure prediction is addressed and in this paper's overview and the use of processing techniques are based 

on the theory of dynamic behaviour. Advantages includes technologies are used to decode brain signals and enable implantable 

devices to intervene in time to treat epilepsy. Dis-advantages are broader application of these developments to a variety of systems 

requiring monitoring, forecasting and control is needed. T. K. Gandhi et al. [2] outlined the ground of EEG signals, , a computerized 

intelligent model for forecasting epileptic seizures is established. The optimum features that enhances classification accuracy whilst 

consuming less processing time. Because epileptic signals range in frequency between 6 to 80 Hz,the proposed classifier doesn’t 

perform well. 

J. Yoo & L. Yan et al. [3] described the construction of an eight-channel system-on-chip for seizure recognition using a non-linear 

SVM (NLSVM) among patients with epilepsy.Advantages depicts achieve high energy consumption and reduces the area compared 

to conventional implementation and the limitations include less accuracy. Sharmila et al. [4] suggested a pattern recognition 

approach wherein clinical diagnosis systems require medical information to be analysed with high precision and in less time. 

Advantages includes proposed pattern recognition technique could attain a higher accuracy. Dis-advantage include only three 

statistical features derived from EEG signals are vital for outstanding epileptic seizure detection. Z 

H. T. Shiao et al. [5] outlined a rudimentary SVM-based approach for iEEG signal-based seizure prediction. The system's 

architecture is predicated on required standards of clinical factors, which are then formalized into assumptions for data-analytic 

processing. Advantages includes,this system has several novel data-analytic interpretations and improvements. Limitations includes, 

robust prediction of preictal and interictal iEEG segments. 

M. Papadonikolakis et al. [6] outlined a potentially adaptable hybrid FPGA architecture for accelerating the SVM training challenge. 

Merits includes, fully customized processing unit is designed. Limitations includes, the efficiency of the proposed design needs to 

increase with the precision diversities of the dataset attributes. S. Cadambi et al. [7] outlined an SVM-based algorithm for seizure 

prediction employing iEEG signals proposed in this research. Advantages includes, proposed FPGA implementation is 
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faster.Limitations includes,this approach is unsuitable for edge analytics which is a growing trend with various IoT applications.B. 

G. D. Valle et al. [8] subdermal subcutaneous, eight-channel EEG recorder and seizure detector with two operating points and 

seizure counting is the target of this study. Merits include helping determine 

XX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

medication efficacy or another clinical endpoint. De-merits are the, need to minimize the system's power and size. J. T. Olkkonen 

and H. Olkkonen et al. [9] described In noise removal and compaction coding of visuals and information, the discrete wavelet 

transform (Discrete wavelet transform) has found rapid adoption. Advantages include, The DLWT can be implemented directly to 

any of the existing DWT algorithms. De-merits include the PR condition that is used to design half-band filters, which effectively 

eliminate aliasing in decimated tree-structured wavelet transform. T. C. Denk et al. [10] described just it seems there is a technology 

for inexpensively constructing physiological wavelet transform systems on semiconductors. Merits include the control circuitry that 

permits sliding them to achieve any correct degree of disintegration without the need for any communication electronics. De-merits 

are word sizes for material and coefficients differ. H. Peng et al. [11] outlined that an emphasis on the multi-class classification 

training procedure, this one was advocated to get an analysis of studies that have been focused on the two most often used parallel 

processing systems: GPU and FPGA.Merits include two parallel processing systems are considered. De-merits include a less 

accurate system. 

M. Ebisawa et al. [12] sketched out a Brain-machine interface (BMI) relies entirely on accurate evaluation of event potentials 

(ERPs), and its output is significantly reliant just on proper collection of perceptron requirements and competencies using densely 

packed brainwave sequences (EEG) inputs. The proposed strategy produced greater classification accuracy than existing methods 

while simultaneously utilizing fewer channels. It was also discovered that by drastically decreasing the number of channels, 

exactness may be improved. P. Yun et al. [13] describe the processes mentioned in the patient-specific approach including pre-

processing, feature extraction, SVM classification, and post-processing. Pre-processing is applied to intracranial EEG recordings to 

remove distortions, and then bipolar and or time-differential pre-processing is used. The spatial frequency properties of 

unprocessed, bipolar, and/or time-differential intracranial EEG (iEEG) observations are produced from a sliding window that seems 

to be twenty seconds long & partially replicated in nine bands. E. Osuna et al. [14] describe a detailed look at how the Support 

Vector Machines (SVMs) are employed in machine learning, but it may be viewed as a novel approach for learning analytics that 

are using neurons, parametric models, or rectified functions. L. Guo et al. [15] proposed multiwavelets have been making strides 

in digital signal processing. The auto involuntary spasm detection algorithm discussed in this work doesn’t analyzes EEG signals 

depending on whether a crisis is developing by merging estimated density elements or not. 

II. PROPOSED METHODOLOGY 

A.ELECTROENCEPHALOGRAM SIGNAL(EEG SIGNAL) 

Among both physiologic and pathologic cognitive processes, neural waves are transmitted. EEG has indeed been identified to be a 

tremendously strong instrument in the disciplines of psychiatry and diagnostic neurobiology because it has the capacity to portray 

all of the mind's functions. Despite the reality fact EEG is an essential idea tool for the detection, monitoring, and therapy of 

relapsing forms, the main difficulties with EEG analysis and processing remain inhibited in its broad implementation. In 

acquiring accurate assessments for the treatment of seizures, it is important to evaluate the ECG data that used a systematic and 

appropriate procedure. Correlated with greater electrical impulses typically occur from locations apart from the brain in contrast to 

the brainwaves. The scalp's impulses are heavily contaminated with various undesirable signals, or "relics," that seem to be the 

result of events unconnected to the physiological event happening. Power supply interruption, termed   artifacts,    affect research    

by    misrepresenting the impacts of curiosity as a neurogenic effect. The presence of aberrations introduces spikes that can be 

misconstrued for biological cycles, skewing, and confusing the processing of EEG signals and ultimately in erroneous results. For 

the recognition of anxiety-driving phenomena, θ, alpha, & beta sub-bands are of interest. When an individual is nodding off or 

resting his eyes, alpha activity prevails. Alpha gradually drops and theta gradually rises, and we go from becoming awake to resting 

or getting nervous. Electrodes are positioned on a person's scalp to monitor EEG signals. 

B. Implementation of DWT 

For many real-world applications, the Dwt Transform had established a strong reputation as a very sound-transmitting surfaces 

analytical tool. The design of the filtering is crucial in the discrete wavelet transform. The Distributive Arithmetic (DA) 

methodology is used for the utilization, and a multi-phase formation is provided. The design of the filtering is crucial in the discrete 

wavelet transform. The Distributive Arithmetic (DA) methodology is used for the utilization, and a multi-phase formation is 

provided. 

C. Feature Extraction of EEG signal 

The application Feature Extraction Transform (FFT) is based on a butterfly computing unit. The only mathematical units in the 

butterfly compute unit, that is operated by a finite state machine, are a For BFP calculation, a sixteen- bit signed adder and even 

a sixteen-bit signed multiplier are used. Figure 3 depicts a butterfly module schematic. To provide a reference to the LUT, any 

multiplier input was passed through a hash function. The four nibbles of a 16-bit integer were XORed to get a 4-bit hash result in 

the XOR hash method. The block diagram of a conventional BFP arithmetic butterfly unit is shown in Figure 3. Performance 

and System Architecture the optimized butterfly module serves as the foundation of the FFT's architecture. Its butterfly processing 

The module is intended to provide two complicated results, Xi[n] and Xi[n + 1], as well as the largest 16-bit integer included inside 

Xi[n] and Xi[n +1]. Every butterfly's desired outcome is saved and compared to the preceding value representing the greatest 

magnitude generated in each FFT step. This circuit illustrates the use of a single butterfly unit over each stage's butterfly operation 

successively. A classifier uss values for independent variables (features) as input to determine which category a particular predictor 

variable belongs to. Using data for training, several classifier characteristics must be taught. In this study, we used the classification 

methodologies outlined below to show the effectiveness of the proposed strategy. The algorithm is an iterative strategy that uses a 

kernel trick to transform input data to a high- dimensional subspace and then segregates variables using a high energy with optimal 
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margins. And for its ability to handle large datasets, the technique is extensively employed in computer vision for binary classifier 

tasks. 

 

Figure 2. DWT & its communication modules 

 

 

 

 

 

 

 

 

 

Figure 1. Block Diagram of the proposed seizure detection system 

D. Support Vector machine Classification 

To identify what group given independent variable belongs to, a classifier utilizes values for independent factors (features) as input. 

Several classifier parameters must be learned using data for training. We employed the categorization approaches described below 

to demonstrate the efficacy of the recommended strategy in this investigation. The algorithm is an iterative technique that employs 

a kernel function to transform input data into a multidimensional feature space, whereby it segregates the variables using a hyper-

plan with optimal margins. The approach is commonly used in machine learning for binary classifier tasks due to its capacity to 

manage big datasets. 

(a) Feature extraction using butterfly unit 

 
(b) SVM classifier 

 

 

 

Figure 3. Feature extraction and SVM classification, (a) Feature extraction using butterfly unit 
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 (b) SVM classifier 

III. RESULTS 

I used the best of the classifier among the different machine learning algorithms,i.e, the Support Vector Machine. The SVM 

gives the most accurate result during classification. Overall, the DWT is implemented in Verilog and compared with the 

MATLAB plot. The DWT simulation result is shown in Figure 4. In this plot, the DWT gives four different outputs. The 

output of DWT is then compared to a MATLAB plot and analyzed with values. 

 
(a) Simulation of DWT 

The simulation of DWT is shown in Figure 4(a). The comparison of the DWT in EEG data and DWT using EEG data

 is shown in Figure 4 

(b) and 4(c) respectively. The data is read from a text file to MATLAB. 

 
(b) MATLAB simulation of DWT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) MATLAB simulation of DWT using EEG data 

Figure 4. (a)Simulation of DWT(b) )MATLAB simulation of DWT 

,(c) MATLAB simulation of DWT using EEG data 

The feature extraction is done after the computation of N- point FFT, here N=8 and N=1024. The 8-point FFT is computed via 

Verilog and is shown in Figure 5. 

Figure 5. Simulation of 8-point FFT 

After the FFT computation, the output is matched with the MATLAB plot for further verification. The matched output plot is shown 
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in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1024-point FFT verified using the MATLAB 

After the feature extractions classification is done using MATLAB, a graphical user interface(GUI) is proposed for the classification 

of normal or stage-1conditon for non- epileptic patients. The data is processed, as it performs the entire procedure from EEG signal 

as input then DWT, extraction of the required features, and finally, classified into normal and abnormal conditions. Figure 6(a) 

depicts the classification result for normal/non-epileptic conditions using a MATLAB plot. Figure 6(b) depicts EEG wavelets 

classification for non-epileptic conditions where it shows the four wavelets, gamma, theta, alpha, beta, and delta. 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Classification result for normal/non-epileptic condition 

EEG wavelets classification for non-epileptic condition Figure 6.(a) Classification result for normal/non-epileptic condition(b) EEG 

wavelets classification for non-epileptic condition. 

Figure 7(a) depicts the classification result for ab- normal/epileptic conditions using a MATLAB plot. Figure 7(b) depicts 

EEG wavelets classification for epileptic/stage- 

2 condition where it classification shows the four wavelets,gamma,thetha,alpha,beta and delta. 
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(a) EEG wavelets classification result for Abnormal/ epileptic condition Figure 7.(a) Classification result for Epileptic/stage-2 condition 

(b) EEG wavelets classification result for Abnormal/ epileptic condition. 

 

Table 1: Performance Comparison: 

Performance FENG et 

al.[16] 

Proposed 

System 

Delay 9.435ns 5.295ns 

Maximum 

Frequency 

105.9878Mhz 188.872MH

z 

Slices 

(Slices+ 

Slice Flip 

Flops) 

7,290 6,190 

LUTs 1305 1705 

Power 112uw 56uw 

The comparison of the performance of the EEG data in terms of delay, LUTs used, and power consumption is shown in Table 1. 

The overall accuracy is increased for the proposed model and the calculation of each model is shown. 

IV. CONCLUSION 

Epilepsy is a central nervous system disorder that is well defined by the startling and atypical behavior of seizures and causes loss 

of consciousness. The proposed design consists of medically converted EEG data, DWT, wavelet decomposition, higher-order 

statistics, a feature extraction (FE) module, and an SVM module unit. Among the various machine-learning techniques, the support 

vector machine differentiates between healthy and unhealthy illnesses such as epileptic seizures, SVM is deployed due to its high 

reliability & adaptation to the presence of arbitrary nonlinear decision limits. The posited designed system provides higher accuracy 

and reliability compared to the conventional methods designed before in time. 
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