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Abstract- The security of India is increasingly crucial in the contemporary world. There is a growing concern 

about organized crime activities that pose a potential threat to law enforcement and defense agencies. In this 

context, the utilization of technology becomes paramount. Video analytics is a significant aspect of technology 

implementation in law enforcement, comprising various components. One key component involves identifying 

patterns across different videos. The specific task at hand is the analysis of a 30-second to 1-minute video, 

focusing on capturing facial images of individuals present. Subsequently, another video is analyzed to determine 

how many individuals from the initial video reappear, along with the corresponding timestamps. Implementing 

such technology on a larger scale, involving thousands of videos sourced from diverse intelligence channels and 

conducting cross-checks, holds the potential to extract substantial information regarding patterns in organized 

crime. This innovative approach to video analytics provides a systematic and efficient means of identifying 

recurring individuals across various video sources, offering valuable insights for law enforcement and defense 

agencies in combating organized crime effectively. 
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I. INTRODUCTION 

Criminal identification stands as a paramount task 

 for law enforcement agencies, necessitating a thorough and time-consuming search for criminals, particularly in 

densely populated urban areas.In recent years, computer vision has become an essential tool for enhancing safety and 

protection, with facial recognition emerging as a promising application. Despite human proficiency in recognizing 

various faces, technological advancements aim to develop systems comparable to human perception. Various 

algorithms and approaches have been developed to identify faces, focusing on tracing facial contours and isolating 

features like eyes, nose, and mouth. However, challenges persist, encompassing intrinsic factors such as age and 

expressions, and extrinsic factors like lighting and poses. 

 

When it comes to identifying and verifying criminals, facial recognition technology is crucial in combating the 

alarming rise in crime rates. The criminal recognition system operates by automatically locating faces in images or 

videos, utilizing a criminal database to match faces and authenticate individuals. The process involves two stages: face 

detection and face recognition. Face detection compares input images to face templates, while face recognition 

identifies faces by comparing them to stored facial templates in the database. 

 

The goal of this technique is to identify offenders in moving images, storing information in a criminal database 

alongside personal details. The facial recognition system processes uploaded images, matches features, and presents 

relevant information if a match is detected. The paper outlines face detection methods (HAAR cascade classifier, 

HOG) and face recognition methods (LB pattern histograms, SVM, CNN), concluding with discussions on potential 

future enhancements. 

 

The system's significance lies in its ability to assist law enforcement in identifying and apprehending criminals in public 

places. A comparison is drawn between Manual Identification System (MIS), where officers manually search public 

places, and Automated Identification System (AIS), which eliminates the need for human observation in public spaces, 

offering efficiency and accuracy.Motivation behind the project stems from the desire to provide police personnel with a 

time and cost-effective tool for criminal identification. The application aids in maintaining criminal records, offering a 

comprehensive solution to law enforcement challenges. 
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II. LITERATURE SURVEY 

The first research conducted by Nurul Azma Abdullah, Md. Jamri Saidi, Nurul Hidayah Ab Rahman, Chuah Chai Wen, 

and Isredza, Rahmi A. Hamid [1] focuses on utilizing CCTV footage for criminal identification. The authors employ 

Principal Component Analysis (PCA) to detect similar features between images from the footage and a criminal 

database. The system uses facial recognition dependent on a database containing personal information. The user 

interface is developed using Visual Studio Code, and MATLAB R2013b is used for coding and database 

management, achieving an 80% accuracy rate. 

 

In the study by Shalinda Adikari, Kaumalee Bogahawatte [2], clustering techniques are applied to group crime data, 

followed by Naive Bayesian classification to identify likely suspects. JSF (Java Server Faces) and PrimeFaces are 

employed for User Interface implementation. Oracle Database 10g Express Edition is used for database management. 

 

Apoorva P., Impana H.C., Siri S.L., Varshitha M.R., and Ramesh B. [3] propose a robust real-time face detection 

methodology based on Haar Cascade for face recognition. The system achieves over 90% accuracy using multiple 

algorithms, including PCA with Linear Discriminant Analysis. 

 

Shiva Tamrkar, Ayush Gupta [5] propose a criminal identification methodology in India using face recognition, 

presenting feature-based, holistic, and hybrid approaches. The authors achieve a 96.2% accuracy rate with their 

proposed model. 

 

Mr. R. Prashanth Kumar, Abdul Majeed, Farhan Pasha, A Sujith [6] introduce a real-time criminal identification 

system using face recognition with Haar feature-based cascade classifiers and OpenCV LBPH algorithms, reporting a 

95% accuracy rate. 

 

Using deep learning-based CNN techniques, Kavushica Rasanayagam, Kumarasiri S.D.D.C., Tharuka W.A.D.D., 

Samaranayake N.T., Dr. Pradeepa Samarasinghe, and Samanthi E.R. Siriwardana [7] investigate face, emotion, age, 

and gender identification. After a month of training, the system reaches an accuracy of 80%. In an 

effort to increase accuracy, Alireza Chevelwalla, Ajay Gurav, Sachin Desai, and Prof. Sumitra Sadhukhan [8] assess 

and compare different face detection and recognition techniques for image-based face detection. 

 

Shadman Shahriar et al. [9] propose a facial recognition project to identify fugitive criminals using facial recognition 

technology. The system creates distinct templates for each face and achieves multiple face recognition efficiently. 

 

S. T. Bharathi, Dr. B. Indrani, Dr. M. Amutha Prabakar 

[10] suggest a supervised approach to identify suspects using a similarity measure and the K-Medoids 

clustering algorithm. The proposed system demonstrates high accuracy after implementation and analysis. 

 

All the referenced studies contribute diverse methodologies and technologies to enhance criminal identification and 

improve security measures. 

 

III. RELATED WORKS 

As the crime rate and the number of criminals continue to rise, the management, identification, and tracking of these 

individuals pose significant challenges for law enforcement. While existing applications assist police departments in 

storing criminal records, they fall short in actively locating criminals. Traditionally, criminal details were stored in 

record books or as software records, with photographs serving little purpose. The current methods focus on record 

management rather than real-time tracking, leading to several disadvantages. 

 

Disadvantages of the Existing System: 

➢ Inability to detect criminals from any location. 

➢ Existing methods only provide data storage and security but lack live tracking capabilities. There 

is no application for finding criminals from CCTV footage. 

➢ Manual storage of criminal details requires substantial work. 

➢ Information in records is prone to loss or manipulation. 

➢ Previous applications are not 100 percent accurate, leading to unreliable criminal information. 
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Proposed System: 

The proposed project aims to address these shortcomings by developing a Real-Time Criminal Identification System 

based on face recognition. This application enables the real-time detection and recognition of criminals in images and 

video streams obtained from cameras. Haar feature-based cascade classifiers in OpenCV are employed for face 

detection, utilizing a machine learning-based approach. LBPH are employed for face recognition. This system allows 

police personnel to register criminals, track them using CCTV footage or manual image inputs, and manage data 

through a dataset. 

 

Advantages of the Proposed System: 

➢ Enables police personnel to track and find criminals easily. 

➢ Requires minimal manpower, reducing operational costs. 

➢ Information cannot be manipulated or lost, ensuring data safety. 

➢ Applicable for police and investigation departments to recognize criminals from facial features. 

➢ The application stands out for its 95 percent accuracy, speed, robustness, reliability, and user-friendly interface. 

 

IV. METHODOLOGY 

The proposed system aims to enhance crime detection and resolution through the application of machine learning 

strategies. Utilizing data collected from various sources, the program predicts crime types based on patterns, 

employing high-precision machine learning algorithms for accurate crime rate prediction. 

 

Data Uploading and Feature Understanding: 

The data sourced from Kaggle undergoes preprocessing to extract essential natural features for crime forecasting. 

Factors such as specific streets, date and time, and locations with higher crime rates are considered incentives for 

predicting and resolving crimes swiftly. Key factors in crime rate detection include Number_Case, 

Day_of_the_Crime, Type_First, Case_Description, Location_Description, Imprisonment, Home_Affairs, and Ward. 

 

Reliable Flexible Ratings: 

Identifying reliable predictive variables is crucial for determining the most influential factors in crime- related 

variability. Variables like the Criminal Code (iucr) are excluded, focusing on those most impactful on crime 

forecasting. Visualizing analyzed data allows for the creation of a vector, enabling the use of algorithms to yield 

accurate results. 

 

Statistics and Built-in Prediction Model: 

Data analysis evaluation involves summarizing features to predict and prevent various crimes based on diverse 

circumstances. The system creates a predictive model using a random forest process, an ensemble learning method 

that combines decision trees. Variables are strategically chosen to predict key criteria for crime prevention. 

 

Application Design: 

The user interface of the crime rate detection app begins with a login screen. Users upload resumes to the system, and 

the interface offers a user-friendly look and feel. Key tasks in the project include data uploading, feature understanding, 

dependent variable analysis, and building a prediction model for essential crime aspects. 

 

Implementation: 

Data collection involves gathering information from various online sources to form a comprehensive dataset. Feature 

selection is performed using methods like .dropna(), .sum(), .unique(), .info(), and 

.read_csv(). Training involves dividing the dataset into training and test data, fitting the training data to algorithms for 

learning. Prediction methods are employed to predict target values based on input data. 

 

Data Collection and Preprocessing: 

The collected crime prediction dataset is divided into training and test sets. Data preprocessing involves removing 

zero or infinite values that may affect accuracy. Steps such as formatting, cleaning, and importing are executed to 

enhance data quality. Python is used for preprocessing, and the test result indicates the accuracy of predictions. 

In conclusion, the proposed system combines machine learning algorithms with robust data analysis to predict crime 

rates accurately. The application design prioritizes user-friendly interfaces, and the implementation process includes 

comprehensive data collection, feature selection, and preprocessing to achieve reliable crime predictions. 
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Fig.1 Architecture diagram 

 

Three modules make up our project: face detection, fire detection, and gun/knife detection.The primary purpose of this 

project is criminal detection. First, a webcam or other IP camera will be used to take the image.Certain photos will be 

kept in the database. The webcam's image will be compared to the image saved in the database; if a match is 

discovered, a screenshot will be sent along with the database user's name. The administrator receives a screenshot of 

the image if the person's information is not kept in the database. Processing is done using image processing 

mechanisms. It can identify people in the video as well.The movie will be divided into many images, with each image 

matching a different one. Finally, send an alarm to the administrator. 

 

Fig.2 Data flow diagram 

V. RESULTS AND DISCUSSIONS 

The output screenshots of the face recognition-based Real-Time Criminal Identification System are shown below. 

This is how this application appears on the surface. The first window that appears when the user opens the application 

is this one. 

Fig.3 Message Box Showing Successful Registration of Criminal 

Fig.4 When User Selects Detect Criminal Option 
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Fig.5 Criminal meeting 

Fig.6 Criminal Recognition Using Live Surveillance 

VI. CONCLUSION 

The Safety Management Centre faces the challenge of an overwhelming number of surveillance cameras that exceed 

the capacity of staff to visually monitor effectively. This results in crimes going unidentified, and a significant portion 

of recorded footage remains unused. It is difficult to determine a direct preventative effect from surveillance cameras, 

according to studies, even though their presence may lead to an increase in impulsive criminal action. Furthermore, 

artificial intelligence restrictions impede post-mortem examinations and real-time image recognition. 

 

This research presents a novel surveillance video data analysis method that uses installed cameras to identify high-risk 

individuals in real time. One component of the system is an app that may quickly relay personal information to 

agencies concerned with public safety., enabling instantaneous identity verification. In order to avoid the requirement to 

retain video, the suggested system analyzes video in real-time using an iterative technique that provides instantaneous 

face detection and identification in every frame. 

 

The system presents a face recognition technique that uses down-sampling to locate face positions in the source image 

in order to improve face detection and identification performance. Real-time detection on the same hardware is ensured 

by this method.By saving the location of faces identified and their identifying details, the system helps with accurate 

object tracking. The face tracking ID unit minimizes prediction flips and congested embedding concerns by 

addressing face recognition constraints inside video data. 

 

The threshold value for the identification score accumulation approach was determined through experiments. Practical 

users can apply multiple models for different domains given the suggested system's compatibility with widely used face 

detection and identification technologies. Results from the experiments show better F-1 scores and accuracy, 

especially in migration experiments based on identification techniques. 

 

The suggested method uses real-time video processing from security cameras to effectively identify particular groups 

of people. The technology efficiently fills in blind spots in the current system by utilizing deep learning, which makes 

it possible to identify and promptly identify offenders in high-crime regions. The system performs remarkably well, 

demonstrating increased efficiency on the same hardware by downsampling videos for processing in real time. 

Achieving high identification and recognition rates is made possible by the face tracking ID unit and identification 

score accumulation technique. 

 

The anticipated benefits of the suggested method include enhancing blind areas in current systems and enabling quick 

reactions for incident and accident avoidance. The suggested system has tremendous potential to aid national 

programs such as criminal identification, location searches for missing persons, and facility protection. 
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