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Abstract- A significant improvement in prognosis and survival rates can be achieved by early detection of skin 

cancer, which is one of the most prevalent types of cancer worldwide. Convolutional neural networks (CNNs) 

have emerged as powerful tools for the automated analysis of medical images with advances in artificial 

intelligence and deep learning. We present a comprehensive review of the state-of-the-art methods used by 

CNNs for the detection of skin cancer in this paper. There are many challenges associated with skin cancer 

diagnosis, including the need to identify malignant lesions as soon as possible, in order to avoid unnecessary 

hospitalization. We then delve into the architecture and workings of CNNs, which illustrate their suitability for 

analyzing medical images. In addition, we explore a variety of datasets that are commonly used to train and 

test CNN models for detection of skin cancer. The purpose of this article is to provide a detailed description of 

pre-processing techniques, data augmentation strategies, and model architectures used in existing studies in 

order to improve the accuracy of the results. Moreover, we also discuss the evaluation metrics we use to 

determine the performance of CNN models, including sensitivity, specificity, accuracy, and AUC-ROC. The 

article concludes with an overview of future research directions and potential areas for improvement in the 

field of CNN-based skin cancer detection systems. 
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1. INTRODUCTION 

Early detection and accurate diagnosis are vital to ensuring timely intervention and improving patient outcomes, as skin 

cancer has steadily increased in prevalence worldwide over the years. Early detection and accurate diagnosis are 

paramount to ensuring early intervention and improved patient outcomes. As a result of the diversity of appearance of 

skin lesions as well as the shortage of dermatologists in many areas, visual assessment of skin lesions can be 

challenging and may not always be accurate in diagnosis. A promising solution for enhancing the efficiency and 

accuracy of skin cancer detection can be found by combining artificial intelligence (AI) with deep learning techniques 

in this context. 

There is a class of deep learning models known as Convolutional Neural Networks (CNNs) which can perform 

remarkable tasks in analyzing medical images, including those containing skin cancer-related images. In order for 

CNNs to be useful in the detection and classification of skin cancer, they can leverage their ability to automatically 

learn hierarchical features from their data, thus extracting discriminative features indicative of malignant lesions. 

We present in this research article a comprehensive analysis and review of CNN-based approaches to detection of skin 

cancer. To begin, we provide an overview of the challenges associated with traditional skin cancer diagnosis methods, 

demonstrating the need for advanced computational methods to detect skin cancer. In this course, we explore the 

underlying components of CNNs and their mechanisms that make them well suited to the analysis of medical images. 

The importance of datasets in training and evaluating CNN models for skin cancer detection is discussed in this paper, 

as well as the characteristics and limitations of the most commonly used datasets. Moreover, we examine the 

importance of preprocessing techniques and data augmentation strategies when enhancing CNN models' robustness and 

generalization. 

A review of various CNN architectures used in skin cancer detection is provided in the paper, which ranges from well-

established models such as AlexNet and VGG to custom-designed architectures tailored to meet the specific imaging 

challenges associated with dermatological conditions. Moreover, we also explore techniques such as transfer learning 

and fine-tuning that will allow pre-trained CNN models to be adapted to skin cancer detection tasks with limited 

labeled data that are difficult to apply. 
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This research paper aims to serve as a valuable resource for researchers, clinicians, and healthcare practitioners 

interested in leveraging CNNs for skin cancer detection. By synthesizing existing knowledge and identifying key 

research directions we strive to advance the field of automated dermatological diagnosis, ultimately contributing to 

improved patient care and outcomes. This paper describes some of the performance evaluation metrics that are 

commonly used to evaluate the efficacy of CNN-based skin cancer detection systems, including sensitivity, specificity, 

accuracy, and area under receiver operating characteristic curves. In order to highlight the strengths, limitations, and 

potential areas for improvement of state-of-the-art CNN-based approaches, we analyze them comprehensively. 

Our goal is to provide you with a comprehensive explanation of how ROI can be used to detect melanoma in the 

following sections. The literature review in section 2 examines melanoma detection methodologies in detail, 

highlighting the evolution of these methods as well as the gaps left by these methods for detecting such tumors. To 

implement our ROI-based system, we employ a CNN-based transfer learning model, which is discussed in detail in 

Section 4. The results of our work will be discussed in detail in section 4. An overview of key contributions is provided 

in the conclusion as well as a few suggestions for future research directions. 

 

2. LITERATURE SURVEY 

In our review of research papers, we summarized the findings. These papers used machine learning algorithms and 

methodologies to detect skin cancer.  

Xu et al., [6], A new method for early detection of melanoma, a skin cancer that is especially aggressive. They took 

several key steps to reduce noise in images, segment them, extract features, and classify them. The segmentation 

process was optimized by integrating the satin bowerbird optimization (SBO) technique with a convolutional neural 

network (CNN). With SBO within the CNN framework, essential features from segmented images could be extracted 

effectively, thereby enhancing classification. The images were then classified based on their extracted features using 

Support Vector Machines (SVMs). The American Cancer Society database was used to rigorously evaluate their 

methodology. In addition to contributing to the method's effectiveness, the complexity necessitates careful 

consideration of computational resources and algorithmics. 

Adegun et al. [2], This paper discusses state-of-the-art deep learning techniques for detecting skin lesions and 

melanoma. Within the context of dermatological imaging the authors review a diverse range of methodologies 

including image processing, feature extraction and classification. Their study examines the strengths and limitations of 

various deep learning architectures and methodologies for skin lesion analysis based on recent advancements in the 

field. This survey also discusses dataset availability challenges, data augmentation techniques, and performance 

evaluation metrics, which gives a comprehensive overview of melanoma detection research today. Researchers and 

practitioners the world over will find this study a valuable resource for developing automated systems to diagnose skin 

cancer that are more precise and efficient. 

Javaid et al. [3], Their study examines the pressing need for accurate and efficient diagnostic tools in dermatology. 

They applied image processing and machine learning techniques to skin cancer classification. Using image processing 

methodologies in combination with machine learning algorithms, the authors developed a robust classification system 

capable of accurately distinguishing between various types of skin lesions, including those that may be malignant. It 

underscores the value of interdisciplinary approaches in addressing complex healthcare challenges due to the research 

conducted. 

Jiang et al. [4], The framework is designed for histopathological image-based skin cancer diagnosis that is visually 

interpretable. As healthcare professionals understand the importance of interpretability in medical applications, their 

framework aims to help them gain insight into deep learning model decision-making processes, thereby improving trust 

and understanding. In this paper, the authors aim to create a model that not only provides high diagnostic accuracy but 

also offers transparent predictions by integrating advanced deep learning techniques with interpretability mechanisms. 

Using interpretable AI systems to facilitate informed clinical decision-making in skin cancer diagnosis, they contribute 

to the evolving landscape of medical image analysis. 

Reinaldo et al. [5], In this article, we provide an overview of skin cancer computer-aided diagnosis (CAD). With an in-

depth analysis of various methodologies and advancements in CAD systems to assist in early detection and diagnosis of 

skin cancer, the authors recognize the increasing importance of leveraging technology in dermatological practice. Their 

analysis of the literature highlights the strengths and limitations of various approaches, including image processing 

algorithms, machine learning algorithms, and deep learning algorithms. Providing valuable insights into the current 

state of CAD systems for skin cancer diagnosis, as well as highlighting key challenges and opportunities for future 

research in this important healthcare field, this paper synthesizes existing knowledge. 

Razmjooy et al., [6],  Their methodology began with removing extraneous scales by smoothing and detecting edges. 

They developed a novel method of detecting malignant skin cancer. After segmenting the region of interest, any 

additional information was eliminated using mathematical morphology operations. In order to improve the efficiency of 

their diagnostic process, the authors used the World Cup Optimization algorithm to optimize a multilayer perceptron 

neural network (MLP). In their study, the proposed technique demonstrated notable improvements in performance as 
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compared to the original MLP. Simulations were conducted using the Australian Cancer Database (ACD). As the 

results of this study suggest, traditional Artificial Neural Network (ANN) methods may be less accurate than more 

contemporary approaches in terms of accuracy due to their reliance on traditional techniques. 

Vocaturo et al. [7], For diagnosing melanoma from dysplastic nevi, the multi-instance learning (MIL) algorithm was 

employed. As a result of their simulation results, it is possible to consider the MIL technique as a promising tool for 

diagnosing skin cancer. MIL represents a relatively simplistic weakly supervised classification technique, but it can 

result in suboptimal results in certain scenarios, due to its simplicity. 

Dey et al., [8], To improve the accuracy of the diagnosis system, the authors used the Bat algorithm to develop a 

machine vision method for the diagnosis of melanoma, a type of skin cancer. Further, the researchers used a Distance-

Regularized Level-Set (DRLS) segmentation method to efficiently segment melanoma lesions. Their results were 

validated using important image performance metrics (IPM) on the PH2 database, demonstrating the method's 

accuracy. 

The Existing methodologies for skin cancer detection face several challenges. These include limited dataset diversity, 

leading to biased model performance and reduced generalizability; class imbalance within datasets, hindering the 

learning process and resulting in suboptimal performance, especially in detecting rare malignant cases; the complexity 

of deep learning models, which often lack interpretability, making it difficult for clinicians to trust and integrate them 

into clinical workflows seamlessly; computational intensity and hardware requirements of deep learning models, 

posing barriers to access in low-resource healthcare settings; the persistence of false positives and false negatives, 

compromising diagnostic accuracy; and ethical and regulatory concerns regarding patient privacy, consent, and 

algorithmic biases, necessitating careful consideration and compliance with legal and ethical standards. Addressing 

these challenges is crucial for advancing the field of skin cancer detection and improving patient outcomes. 

 

3. PROPOSED METHODOLOGY 

An architecture based on the principles of the Inception module, Xception is a robust convolutional neural network 

(CNN) framework that incorporates several key innovations, including convolutional layers, depthwise separable 

convolution layers, residual connections, and inception modules. An architecture's performance is greatly influenced by 

the choice of activation function, with Swish emerging as a novel alternative to traditional activation functions. 

Xception's initial melanoma diagnosis will be enhanced by integrating Swish activation functions. Inspired by the 

Inception module, Xception emphasizes decoupling cross-channel correlations from spatial relationships within CNN 

feature maps. Figure 1 illustrates the Inception v3 module using four paths of data separation, varying convolutional 

operations, and average pooling, followed by concatenating the results. This process is simplified by using only 1x1 

convolutions, followed by 3x3 convolutions without average pooling, as depicted in Figure 2. With this streamlined 

approach, cross-channel correlations and spatial relations can be captured consistently and reliably without channel 

overlap, while maintaining consistency and reliability. With the Xception module, performance is enhanced over the 

Inception module, resulting in a stronger and more reliable operation compared to the Inception module. Following are 

detailed descriptions of the stages that make up the architecture of the Xception module. 

  
Figure 1:  Inception V3 Model Architecture 
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Figure 2: Xception module 

 

A. Convolutional Layer: As the fundamental building block of convolutional neural networks (CNNs), the 

convolutional layer extracts feature from input data. A convolution operation is performed to produce feature maps by 

applying learnable filters (also known as kernels or convolutional filters) to the input image. By sliding across the 

image and computing dot products with local regions, filters detect specific patterns within the input data. By 

performing this operation, spatial hierarchies of features are effectively encoded, enabling a network to learn complex 

patterns by introducing nonlinearity. ReLU (Rectified Linear Unit) activation functions are typically included in 

convolutional layers. Convolutional layers learn hierarchical representations of input data automatically by optimizing 

their parameters with backpropagation during training. In general, the convolutional layer facilitates feature extraction, 

allowing CNNs to learn discriminative features for image classification, object detection, and medical image analysis. 

 

 
Where: 

•  represents the value of the output feature map at position . 

•  and  denote the height and width of the filter (kernel) respectively. 

•  represents the number of input channels. 

•  represents the weight (parameter) associated with the filter at position  in channel . 

•  represents the value of the input feature map at position  in channel . 

•  represents the bias term. 

 

B. Depthwise separable convolution layer: This advanced convolutional operation increases the efficiency and 

effectiveness of convolutional neural networks (CNNs) by reducing computation complexity and parameter efficiency. 

The depthwise separable convolution layer decomposes the convolution operation into two distinct stages, compared to 

traditional convolutional layers, which apply a single set of filters to the entire input volume. 

• Depthwise Convolution: A depthwise convolution stage captures spatial information within each channel 

independently, allowing the network to learn features specific to each channel. 

• Pointwise Convolution: A pointwise convolution stage combines the channel-wise information from the previous 

stage by applying 1x1 convolutional filters following the depthwise convolution. As a result of this operation, the 

output of the depthwise convolution is projected onto a new feature space, enabling cross-channel interactions. 

A depthwise separable convolution layer reduces the computational burden associated with traditional convolutions 

while retaining expressive power at the same time. A compact and efficient network architecture is also possible when 

1x1 convolutions are utilized in the pointwise stage to reduce dimensionality and transform features efficiently. 

C. Residual connections: A skip connection, also referred to as a skip connection, is an architectural component 

introduced to help alleviate the problem of vanishing gradients in deep neural networks. By bypassing intermediate 

layers, these connections allow information to flow directly from one layer to another. A residual connection allows 

information from previous layers to be added to subsequent layers. An element-wise addition is performed, meaning 

that each layer's feature maps must be the same in dimension. A network can skip over layers by adding these feature 

maps together, allowing gradients to propagate more easily. 

Residual connections have several benefits: 
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• Gradient Flow: This allows deeper architectures with many layers to be trained more efficiently since residual 

connections mitigate the vanishing gradient problem. 

• Ease of Optimization: As network depth increases, residual connections help prevent performance degradation by 

providing "highways" for gradient information to pass through. 

• Feature Reuse: It is possible to learn more abstract and complex representations in deeper layers by using residual 

connections, which are able to reuse features learned in earlier layers. 

• Improved Performance: A number of empirical studies have found that networks that have residual connections 

have better performance than those without residual connections, especially on tasks involving deep architectures. 

D. Swish activation function: Researchers at Google propose Swish as an alternative to traditional activation functions 

like ReLU (Rectified Linear Unit) and Sigmoid. Swish aims to combine simplicity and efficiency of ReLU with the 

non-linearity of Sigmoid. Mathematically, the Swish activation function is defined as: 

 
where  denotes the sigmoid function and  is a trainable parameter. In order to train deep neural networks with 

gradient-based optimization algorithms like backpropagation, Swish has a smooth gradient and is differentiable 

everywhere. The performance of Swish over ReLU has been shown to be better on a wide range of tasks, including 

natural language processing and image classification, especially in deeper neural network architectures. 

 

4. PERFORMANCE EVALUATION 

Dataset: A skin cancer benchmark dataset was sourced from the MNIST: HAM10000 dataset, which is available under 

Creative Commons license. For developing and evaluating skin cancer diagnosis techniques, this dataset is widely 

recognized. Over the course of 20 years, dermoscopy examinations at two distinct locations were conducted at a 

combined Medical University of Vienna Department of Dermatology and Cliff Rosendahl's Queensland skin cancer 

practice. At each site, images were collected from diverse populations and stored in various formats, including 

PowerPoint files and Excel databases. Machine learning models for skin cancer diagnosis can be trained and tested 

using the dataset's comprehensive and diverse collection of skin lesion images. 

 

Evaluation Criteria: 

For the purpose of evaluating the performance of skin cancer detection models using machine learning or deep 

learning, several evaluation criteria are commonly used. Among them are: 

1. Accuracy: Accuracy is calculated by dividing the total number of instances by the number of correctly predicted 

instances. In imbalanced datasets, where one class outnumbers the other, accuracy alone may not suffice. 

2. Sensitivity (Recall): The sensitivity of the model is measured as the ratio of true positives to false negatives, or the 

proportion of positive cases that are correctly identified. 

3. Specificity: This is calculated by dividing the ratio of true negatives by the sum of false positives and false 

negatives. 

4. Precision: A model's precision is calculated as the ratio of true positives to the sum of true positives and false 

positives. 

5. F1 Score: F1 is a balanced measure of the model's performance, especially in situations where classes are 

imbalanced. 

 

Result and Discussion:  

Method Accuracy 

(%) 

Sensitivity 

(%) 

Precision 

(%) 

F1- 

Score 

VGG16 58 61 55 56 

AlexNet 80 82 80 82 

Proposed 98 94 96 97 
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Figure 3: Accuracy 

 

 
Figure 4: Sensitivity 

 

 
Figure 5: Precision 

 

 
Figure 6: F1 Score 
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5. CONCLUSION 

Using a Convolutional Neural Network (CNN), this study presents and evaluates a transfer learning model based on the 

identification and categorization of skin lesions, specifically melanoma and nevus, for the purpose of identifying and 

categorizing skin lesions. There is an accuracy score of 98% for the proposed method, indicating its superior ability to 

correctly classify skin cancer cases. As well, it has a high sensitivity, precision, and F1-score, all of which are crucial 

when evaluating the effectiveness of a skin cancer detection system. The results of the proposed method indicate that it 

has a lot of potential and can potentially be used for real-world applications in skin cancer diagnosis, based on these 

results. In order to verify the robustness and generalization of the proposed method, further research on larger datasets 

will be necessary. 
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