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Abstract: Heart disease is a well-known cause of death and as we know many on the human in the world having breathing 

difficulties due to change in human lifestyle and change in the environment. Many of these strokes occur when not being 

flagged positively as a heart patient so there is a need for more accurate and precise methods for heart disease prediction. 

So in this research, I am solving these difficulties using emerging technologies like Deep Learning. There is a chance we get 

good results in terms of speed and Accuracy of well build model architecture. 

 

Index Terms: Deep neural networks, binary cross entropy, regularization, hyper parameter, accuracy. 

I. Introduction: 

According to the World Health Organization (WHO), in 2015, cardiovascular diseases caused 31% of all global deaths in one year, 

heart disease is a well-known cause of deaths wold wide. By observing the public health statistics we came to know an increase of 

patients with some form of cardiovascular disease in countries with low or middle gross national income is increasing in countries 

like India. Although very serious and often life-threatening, cardiovascular disease in individuals can be managed in clinics as a 

chronic condition, and treated with medicines available in the market, diet, regular monitoring of specific health indicators and 

working on body fitness like ancient techniques yoga. Risk factors are fairly well defined and lifestyle changes can mitigate some 

risks of flagging as a heart patient. The motivation to prevent and manage heart disease has started the development of numerous 

Health applications for consumer use, some of which have been scientifically approved and tested for efficiency. In this paper, we 

provide deep learning techniques in these systems. And then we solve issues and give solutions associated with heart disease using 

deep learning algorithms for medical applications with higher accuracy. A conclusive and early diagnosis of heart disease could be 

the difference between life and death for some which will be possible due to deep learning techniques. In daily practice, one out of 

3 patients is miss diagnosed results in miss of early treatment to cure for heart diseases. With the number of heart disease patients 

expected to rise soon, it is vital to find a solution. The use of Artificial Intelligence (AI, Conversational AI) and more specifically 

Machine Learning (ML)[10] algorithms and Deep Learning (Deep Neural Networks, DNN )[9] can mitigate the possibility of human 

error while increasing prediction accuracy rates for future by using previous data. The expected outcome of the use of these data 

analysis techniques is a higher accuracy prediction rate of more than or minimum 75%. And, it is expected for the deep neural  

network to have a higher accuracy rate tahn machine learning model because of its ability to back-propagate and adjust weights, 

and as theory states. Means, the model, whether it is the machine learning algorithm or deep neural networks, with the best accuracy 

will be used to create an application that reads required data inputs for patients to determine an accurate heart disease diagnosis. 

This tool can be a great contribution to the cardiology field as it can be used by medical care professionals to assist them in more 

accurate diagnoses. 

II. DATA-SET DESCRIPTION: 

In this study, we have collected a heart disease dataset known as Cleveland heart disease database from an online machine learning 

and data mining repository of the University of California, Irvine (UCI). The data-set was gathered by Dr. Robert Detrano and was 

obtained from V.A. Medical Centre, Long Beach and Cleveland Clinic Foundation. This data-set consists of total raw 76 attributes 

from which we have considered 13 of them. But, as per previous machine learning researchers we have used 13 of them for greater 

accuracy. Hence, in this research paper we have considered 13 attribute from overall data-set. For more information about 13 
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attributes we have described and tabulated all features in Table 1. We have excluded the column of target. In the below table C1, 

C2, C3,..........,C13 represents the 13 columns containing data of 1025 patients. 

III. Problem : 

In India, more than 17 Lakh humans die per annum due to heart diseases and by 2030, the number of humans will die is expected 

to increase with 2.3 crore deaths per annum. Around 26 percent of total deaths in India occur due to non-communicable diseases 

(NCD) which are not spread by communication, which are largely referred to the heart diseases and diabetes diseases. High blood 

pressure usually has no symptoms, so it can't be detected without being measured that is why blood pressure (BP)  is one of the 

most important screenings for human body. Quantity of cholesterol and triglycerides in the body, increase in body weight, blood 

glucose level. Smoking any kind of drugs and tobacco, physical activity, diet, age, diabetes, chest pain are the main reasons why 

heart disease is occurring worldwide. By regular observations on the public health data, we came across one thing that increases of 

patients with some form of cardiovascular disease in countries with low or middle gross national income. A country like India comes 

under it. Although there are best practices in the area of health care to prevent cardiovascular diseases which are quite life-

threatening very often and very serious diseases can be mitigated if we know it at the starting level of diseases. Very powerful 

clinical practices, medicines available in the market, regular diagnosis, and diet can help to mitigate the diseases. Well defined 

diagnosis and change in way of living can mitigate some risks of flagging as a heart patient. The motivation to prevent and manage 

heart disease has spurred the development of numerous Health applications for consumer use, some of which have been 

scientifically assessed for efficacy. In this paper, we provide deep learning techniques in these systems. And then we solve issues 

and give solutions associated with heart diseases using deep learning algorithms for medical applications with higher accuracy. A 

conclusive and early diagnosis of heart disease could be the difference between life and death for some which will be possible due 

to deep learning techniques. In daily practice, one out of 3 patients is miss diagnosed results in miss of early treatment to cure for 

heart diseases. With the number of heart disease patients expected to rise shortly, it is vital to find a solution. 

IV. Idea : 

Here, we significantly improve on these already very promising ML results by designing and tuning deep neural network (DNN) 

architectures of increasing depth for detecting heart disease based on routine clinical data. We show that a flexible design of 

algorithm and the subsequent tuning many of the hyper parameters of a deep neural networks can yield up to 99% accuracy. The 

results were evaluated and validated using matheves correlation coefficient and confusion metrics measure the quality of the 

classifications. The model accuracy lies in between for each training 99% , which basically outperforms many of the currently 

published research in the area oh heart disease predictions. We also show that the hyper parameter optimization technique is that 

Bayesian optimization for hyper parameter optimization and tuning helps to increase the inference speed and robustness of model. 

V. Idea Details: 

Model architecture 

The steps for Forwarding propagation are given by range from 0 to L, which represents a non-linear hypothesis/prediction function 

as shown H  for X as they give inputs and the fixed weights W,b. After this, we have to modify weights so that the predictions H 
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become close to given known outcomes stored in Y. This is known as a binary classification problem where we have 2 classes and 

is a case of so called supervised learning because we have dependent and independent both the variables. The weights modification 

for the model is defined as a minimization problem on a cost function or loss function , e.g. Binary cross entropy is also called as 

sigmoid cross entropy . It is a sigmoid activation plus cross entropy loss. Unlike softmax loss function it is independent ofor each 

vector of class (component) , means that for each different component class in dataset the loss that is computed by proposed model 

is not affected by the other classes values and decisions. Because of the characteristic that the values of certain class are not 

influenced by the decisions of the other class this is beneficial to used for multilable classification. And also it is called as binary 

classification because it sets up a binary classification condition such that for every class C there is C' = 2 classes as explained 

above . Loss Function is given as Binary cross entropy- 

 

 

 

 

 

This difficulty made it easier by using a stochastic gradient descent method – which is an iterative algorithm using n training 

examples at a time. The derivatives of H concerning the weights (W and b) are derived over the layers using the chain rule for 

differentiating compositions of functions known as chain rule in differential calculus. They are computed then by the back prop 

means backward propagation steps and used to modify their respective weights and biases, during the iterative training process for 

each layer where higher-level parameters is a known as hyper parameter referred to as learning rate. The activation functions 

(possibly different) for each different layer of the same neural network, and represents their derivatives. We have used and coded 

activation function choices for ReLU, sigmoid, tanh, and leaky ReLU which are well-known activation functions in Deep Learning. 

Weight normalization: 

Algorithmic Optimization: Regularization is a standard technique that we have to use to prevent overfitting by penalizing large 

weight values. We can apply regularization to various levels in our model. DNNs tend to assign higher weight values for certain 

training data points, which corresponds to high variance. Regularization can improve accuracy on test data by helping the model to 

address the problem of high variance on training data. Regularization is usually done by adding a penalty term of the form to our 

loss function or cost function J, where ||W,b|| is some norm of the weights, e.g., L1 or L2 [8]. The regularization parameters can 

impose a penalty on larger weights, thereby ensuring that we do not over fit training data means model tries to memories our training 

data. Another advantage of regularization is that it can prevent an algorithm from learning from data outliers, which can result in a 

more robust model. This is helpful for smaller datasets such as heart disease prediction used in our research. Regularization don't 

remove the outliers but remains them in the dataset but reduces the algorithm's probability of learning from these outlier values. 

That is why we use the regularization technique to make it default use of an increase in accuracy and by reducing the overfitting 

and thus automatically decreasing the impact of any outliers in the dataset. 

Validation Schemes And Evaluation Matrices: 

VALIDATION SCHEME 
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In the previous years, researchers have studied validation schemes for evaluating the performance of the developed diagnostic 

system architecture. The percentage of train-test-split for data partitioning was different for different studies. Most of these studies 

like Z. Jin in [1],K. Vembandasamy in [2] and K.R. Lakshmi in [3] have used validation techniques with 70-30 split and 80-20 split. 

That means 70% to 80% data from dataset is used for training the proposed model on the other hand 20% to 30% data from the 

dataset is used for testing purpose. We have used 70% of the data from dataset as the training and 30% of the dataset for testing 

purpose, we have used the approach with the amount of percentage is as same as used in above mentioned papers as train-test-split 

partitioning. 

EVALUATION METRICS 

To evaluate the effectiveness and efficiency of the our proposed methodologies and system, different evaluation metrics including 

accuracy, precision, recall, specificity, f1 score calculated using confusion matrix metrics have been used. Accuracy for a model is 

defined as the percentage(%) of correctly classified subjects by proposed model. 

Accuracy = (TP+TN) / (TP+TN+FP+FN) 

where- TP denotes number of true positives, TN denotes number of true negatives, FP denotes number of false positives, and FN 

denotes number of false negatives. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

EXPERIMENT RESULTS AND COMPARISONS: 

In this experiment, we have used three types of models to get better results with different layers and architectures. In the beginning 

we have tried 3 layers neural networks architecture which gave us 87% training accuracy and 84% testing accuracy. In the 

experiment two we have used different types of layers and defined a neural network of 7 layers, which gave us 92% accuracy of 

training and 86% testing accuracy. And the final approach was a architecture of deep neural networks with 5 layered structure, 

which gave us the best results of 99.17% training accuracy and 98.57 % testing accuracy. 

 

Comparisons with other researches : 
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VI. Conclusion And Future directions: 

We used deep learning methods and algorithms and get way better performance in terms of accuracy. And the use of deep neural 

networks results in improvements such as robustness of proposed model . This work investigated and showed the potential of using 

DNN-based data analysis for detecting heart disease based on routine clinical data. DNN data analysis techniques can yield very 

high accuracy (99% accuracy) results of our model shows that, which significantly outperforms currently published research in the 

area of machine learning, Future directions include extending this analysis to construct a more thorough model that includes heart 

visualizations and CT image data. And planning to include User Interface like chat bots(Conversational AI) for taking input data 

and providing output visualization and predictions to humans. 
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