Covid-19: Time Series Analysis
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Abstract: Since December end 2019, an outbreak of a novel coronavirus disease (COVID-19; previously known as 2019-nCoV) was reported in Wuhan, China, which has subsequently affected 210 countries worldwide. In general, Coronavirus is an acute resolved disease, but it can be deadly also, with a 6.5% case fatality rate. Various diseases onset might cause death due to massive damage and progressive respiratory failure. As of 26 September 2020, data from the World Health Organization (WHO) have shown that more than 5.9 Million confirmed cases have been identified in 210 countries/regions.

On 30 January 2020, the World Health Organization declared that COVID-19 as the sixth public health emergency of international concern. In such a circumstance, Artificial Intelligence and machine learning can assume an immense job in foreseeing a flare-up and limiting or slowing down its spread.

In this thesis, our objective is how Artificial Intelligence and Machine Learning can play a enormous role in predicting an outbreak and also minimizing or impede its spread. With machine learning, we used the ARIMA model to the time series data of confirmed COVID-19 cases in India. Autocorrelation function (ACF) graph and partial autocorrelation (PACF) graph is used to find the initial parameters of ARIMA models. These ARIMA models are then tested for variance in normality and stationery through the collection of data. With this model, we try to learn more from the past than from what we think the mechanism [of transmission] is. With mechanism approaches, people try to build models that are based on an understanding of how epidemics spread. Machine learning (Time Series) algorithms to track it, and quickly realized that lending the use of our technology to the global public is the minimum we can do to help during this very difficult time.

In this thesis, We also focus on Artificial Intelligence which is good at combing through the collection of data to find connections that make it easier to determine which kinds of treatments could work or which experiments to pursue next. In addition, this thesis will also define how AI also can help in healthcare technologies to detect and fight against coronavirus.

Keywords: Autocorrelation function (ACF), Partial autocorrelation (PACF), Autoregressive Integrated Moving-average method.

I. INTRODUCTION

According to the World Health Organization (WHO), viral diseases appear and represent a serious issue to public health. In the last twenty-five years, several viral pandemics like SARS-CoV in 2002 to 2003, and H1N1 influenza in 2009, have been recorded, and recently, In 2012 the Middle East respiratory syndrome coronavirus (MERS-CoV) was first detected in Saudi Arabia. And Now the novel coronavirus disease (COVID-19) was reported in Wuhan, China, which has subsequently affected 210 countries worldwide.

The novel coronavirus disease (COVID-19) has created enormous chaos around the world, affecting most people’s lives and causing a large number of deaths. Its first cases were tested positively in Wuhan, China in December 2019 and now it has been spread to almost every country. Governments of many different countries have proposed policies to mitigate the impacts of the COVID-19 pandemic. Peoples who infected with coronavirus may have little or no symptoms. You may not know the symptoms because they resemble the common cold or flu. The symptoms of people with COVID-19 ranged from mild to severe illness.

Symptoms like fever, cough, chills, repeated shaking with chills, difficulty breathing, headache, sore throat, muscle aches, new taste or smell, bluish lips or face, new confusion or inability to be awakened, and persistent chest pain or pressure.

COVID-19 can generally spread through direct or indirect contact, droplet sprays for short-range transmission and aerosol for long-distance transmission. Coronavirus disease 2019 is believed to support the belief that the virus spreads between people in close contact with each other through respiratory droplets that arise when an infected person coughs, sneezes, or speaks, possibly from people can be inhaled nearby and through contact with contaminated surfaces or objects. Coronavirus can also spread by people who haven't any symptoms.

After breathing out-produce these droplets, they generally fall onto the ground or the surfaces rather than remain in the air over long distances. People may also be infected by touching an infected surface and then touching their eyes, nose, or mouth. The virus can spread and live on any surface for more than 72 hours. During the first three days, it is most contagious after the onset of symptoms, although spread may be possible before symptoms appear and in later stages of the disease. In general, Coronavirus is an acute disease, but it can also be deadly, with a 6.5% case fatality rate. As of 26 September 2020, data from the World Health Organization (WHO) have shown that more than 5 million cases have been identified confirmed in 210 countries. About 97,000 people have died from COVID-19, while More than 5.2 million have been confirmed in at least 188 countries and territories. More than 2.1 million people have recovered to date. Every Asian country and European countries are affected by a coronavirus, while more European countries are witnessing a surge in cases. India replaced China as the country with the highest coronavirus cases, while more than 92% of the global coronavirus cases are currently outside China. Fig 1: represents the graph of ten most affected countries with coronavirus.
On January 30, 2020, the World Health Organization (WHO) declared COVID-19 as the sixth public health emergency of international concern. The large number of asymptomatic cases and the possibility of people remaining positive for the virus even after a recovery, are of international concern, as many countries seek to finish the lockdowns and start economic activity as the spread of the virus declines. Coronavirus is continuing to spread globally, and death toll has surpassed 48,000. COVID-19 confirmed cases and deaths continue to increase rapidly throughout Italy and the U.S. The World Health Organization (WHO) said Wednesday, April 1, that in the last five weeks saw “rapidly growth in the number of new COVID-19 cases, reaching and spreading in almost every country, territory and area. Presently, the highest confirmed cases of coronavirus infections have been reported in US, however, the cases are abruptly rising in Spain, Italy, France and Germany daily. China, the place where the diseases arise, is now receiving a very few cases.4 The first case of coronavirus infection in India was reported on 30 January 2020 in Kerala, which was an imported case from Wuhan city of China. In the initial phase the spread was slow and only 3 people were positive for more than a month. However, the number started rising exponentially after one month and continue to do so. The numbers in India have reached up to 10,453 for confirmed COVID-19 infected cases with 358 deaths and 1181 recoveries as reported on 13 April 2020. At present, there isn't any treatment and a vaccination for the COVID-19 infection. Currently, it is a major health crisis in all over the world and we can also say that it is ‘an enemy to humanity’. In this circumstance, the only chance is preventing the occurrence of infection and preparing our healthcare system for the up-comings problems. In that reference, it is very crucial to create models that are computationally competent as well as realistic so that they can help in policy makers, medical issues and also general public. Providing future forecast and modeling the disease of possible number of daily cases can assist the medical system in getting prepared for the new patients. The statistical prediction models can be used in forecasting as well as controlling the global epidemic threat. In the present effort, we have applied Auto-Regressive Integrated Moving Average (ARIMA) model for predicting the incidence of 2019-nCov disease. As compared to other prediction models, for instance support vector machine (SVM) and wavelet neural network (WNN), ARIMA model is more capable and batter in the prediction of natural adversities. 10 For our study, we have identified the best ARIMA model and then predicted the number the cases for the next 20 days. The main objective of the study is to choose the best predictive model and apply it to forecast future incidence of COVID-19 cases in India.

**II. RATIONAL OF THE STUDY**

The coronavirus disease (COVID-19) has created tremendous chaos around the world and affecting many people’s lives also causing a large number of deaths. Its first cases were detected in Wuhan, China in December 2019 and now it has been spread to almost every country. Governments of many different countries around the world have declared policies to mitigate the impacts of the COVID-19 pandemic. Science and technology have contributed significantly to the implementation of these policies during this unprecedented and chaotic time. For example, various robots are used in hospitals to deliver food, medicine, and also used for
treatments of coronavirus patients or drones are used to disinfect streets or public spaces. Many researchers, scientists and doctors are rushing to produce drugs and medicines to treat infected patients while many doctors are attempting to investigate vaccines to prevent the virus.

The Objective of this is how to fight with Covid-19 with AI/ML. Artificial Intelligence (AI) and Machine Learning is a potentially powerful tool in the fight against the COVID-19 pandemic. The main purpose of this thesis is to predict the future infected cases to support prevention of the disease and aid in the healthcare service preparation. Following that notion, we have created a model and then predict it for forecasting future COVID-19 cases in India. The study indicates an increasing trend for the covid cases in the coming days. A time series analysis also presents an increasing trend in the number of cases. It is supposed that the present prediction models will assist the government and medical personnel to be prepared for the upcoming conditions and have more readiness in healthcare systems. AI can, for present purposes, be defined as Machine Learning (ML), Natural Language Processing (NLP), and Computer Vision applications to teach computers to use big data-based models for pattern recognition, explanation, and prediction. These functions can be useful to, predict, explain (treat) and recognize (diagnose) COVID-19 infections, and help manage socio-economic impacts.

III. METHODOLOGY

DATA SET

Confirmed cases of COVID-19 infection are collected for India as well as countries with highest confirmed infection (US, Brazil, India, France, Russia, China and Iran) and countries in South-East Asia region (India, Indonesia, Thailand, Bangladesh, Sri Lanka, Maldives, Nepal, Bhutan and Timor-Leste), as per World Health Organization region classification, from the official website of Johns Hopkins University. (https://gisanddata.maps.arcgis.com/apps/opsdashboard/index.html) from 22 January 2020 to 18 August 2020. This data is used to build predictive models.

Figure 2. Covid-19 Dataset

MODEL DEVELOPMENT

The ARIMA is a class of models which also known as the Box-Jenkins method. The Box-Jenkins method related to the fitting of a mixed ARIMA model to a given data set. ARIMA, short form for ‘Auto-Regressive Integrated Moving Average’ is a class of models which explain a given time series based situations on its past values, i.e., its own lags and the lagged forecast errors, so that this equation can be used for predict future values. An ARIMA model is characterized by 3 terms: a, b, c.

Where,

- a is the order of the AR term.
- b is the order of the MA term.
- c is the number of differencing required to make the time series stationary.

ARIMA model:

- Recognition of the model: This includes Recognize the most suitable values for the components of the AR and MA, and deciding whether the variable needs first differentiation to induce stationary. The Auto Correlation function (ACF) and the Partial Auto Correlation function (PACF) are used to determine the best model.
- Estimation: This usually involves the use of a least-squares estimation process.
- Diagnostic testing: This usually is the test for autocorrelation. If this part fails, then the process returns to the identification section and begins again, usually by the addition of extra variables.
- Forecasting: The ARIMA models are useful for forecasting due to the use of past variables.

We have applied an ARIMA model to the time series data of confirmed COVID-19 cases in India. Autocorrelation function graph and partial autocorrelation graph is used to find the lags of ARIMA models. These ARIMA models are then used for variance in stationary and normality. Next, they are checked for accuracy by observing their MAPE, MAD and MSD values to determine the finest model to forecast. After fitting the model, its parameters are estimated followed by verification of the model. This model is employed to forecast confirmed COVID-19. The model for forecasting future confirmed COVID-19 cases is represented as,

$$ARIMA(a,b,c): X_t=\alpha X_{t-1}+\alpha 2X_{t-2}+\beta 1Z_{t-1}+\beta 2Z_{t-2}+Z_t$$  \hspace{1cm} (1)

where $Z_t=X_t-X_{t-1}$

Here, $X_t$ is the predicted number of confirmed Coronavirus confirmed cases at $t$th day, $\alpha 1$, $\alpha 2$, $\beta 1$ and $\beta 2$ are parameters whereas $Z_t$ is the residual term for $t$th day. The trend of forthcoming incidences can be estimated from the previous cases and a time series analysis is performed for this purpose. Time series forecasting refers to the employment of a model to forecast future data based on previously observed data.11 In the present study, time series analysis is used to recognize the trends in confirmed COVID-19 cases in India over the period of 22 January 2020 to 13 April 2020 and to predict future cases from 14 April 2020 till 3 May 2020. The level of statistical significance of the built model is set at 0.05.

A comparative study is also performed to examine the status of confirmed COVID-19 cases of India with respect to those of highly infected countries. A similar comparison is made with the countries of South-East Asia region as well. All the model developments, computations and comparisons have been performed using Minitab software.

Autoregressive models are used when the current level of the series is thought to depend on the recent history of the series. An autoregressive model of order $a$ (AR($a$)) or ARIMA ($a$, 0, 0) where $a$ is the autoregressive parameter. In practice Autoregressive models higher than order 2 are rarely observed.

The following Fig. 3 show the typical ACF and PACF for stationary AR(1) and AR(2).

![ACF and PACF for AR(1) and AR(2)](image)

**Behavior of the Autocorrelations and Partial Autocorrelations of AR(1)**

*Figure 3. Typical autocorrelation and partial autocorrelation functions for stationary*

The most common approach to make a series stationary is to subtract the last value from the present value. Sometimes more than one differentiation required, depending on the complexity of the series. Therefore, the value of $c$ is the minimum amount of differentiation needed to render the sequence stationary, and if the time series is stationary already, then $c = 0$. The 'a' is the order of 'Auto-Regressive' (AR) term; it refers to the number of Y lags which should be used as predictors. The 'b' is the order of the (MA) 'Moving Average' term; it refers to the number of lagged errors in the forecast that should go into the ARIMA model. The objective of the fitting ARIMA model is to perfectly recognize the stochastic mechanism of the time series and predict or forecast future values.
Such types of approaches have also proven useful in other types of various scenarios in which models are used for discrete-time series and dynamic systems are created. This method is, however, not appropriate for seasonal series or lead times with a broad random variable. This time series model has been used in the current study to predict or forecast the number of COVID-19 confirmed cases in India. The steps of the ARIMA model building methodology are presented in a flowchart below in Fig. 4.

![Flowchart](image)

**Figure 4. Methodology to apply the ARIMA model for forecasting.**

Once the model will identified, and the model parameter can be estimated, then the model is determined with a different set of parameters and start building the models. It is basically identify with the assumption that the model about the random error is satisfied using statistical diagnostic tests and residual plots that can be used to analyze the suitability of various models to historical data. The mode can be selected on the basis of values of specific criteria like Normalized Bayesian Information Criteria (BIC).

**IV. TIME SERIES ANALYSIS**

**Introduction to Time Series**

The term “time series” itself, define a data storing format, which consists of the two mandatory components - time units and the corresponding value assigned for the given time unit. Values of the time series need to denote the same meaning and correlate among the nearby values. The restriction is that at the same time there can be at most single value for every time unit. For example, sequences, which just enumerate some values; they do not fulfil the time series requirements. In theory, there are two types fundamental ways, how time series data are recorded. The first way, values are measured just for the specific timestamps, what may occur occasionally, or periodically according to concrete conditions, but anyway, result will be a discrete set of values, formally called discrete time series. This is a very common case and frequently observed in practice. In economy sector, most of the indicators are measured periodically with the specific time periods, therefore economic indicators represent an appropriate example of discrete time series. The second option is, that data are measured and recorded continuously along with the time intervals. Electrical signals from sensors measured by earth shakings, various indicators from medicine and hospital machines, like ECG, or many other specific sensors, they all represent a continuous measurement of corresponding physical quantity. This kind of procedure produces a continuous time series.

**Time Series Types Classification**

There are many various time series classifications based on some specific criteria. The most significant dependencies are length of the time step, stationarity and memory. Depending on the distance between time series, recorded values data are classified into:

- equidistant time series
- non-equidistant time series

Equidistant time series are formed, when its values are recorded periodically or occasionally with a constant period length. A lot of environmental or physical processes are described by this kind of time series. Non-equidistant time series is defines as those time series, which do not keep the constant distance between observations. Econometric indicators, like stock prices, weather Forecasting are not necessary performed within regular time intervals, they are regulated by a concrete supply and demand rates on the specific market. Therefore, this kind of series suitably exemplify a non-equidistant time series example.

According to the rate of dependency between newly observed values and its last values, time series are divided into:

- long memory time series
- short memory time series

Time series with large memory are those, for which the autocorrelation function (ACF) decreases slowly. This kind of time series generally describes processes, which don't have fast turnovers. Traffic congestion, electric energy consumption, different physical or meteorological indicators, like air temperature measurements, all these processes are usually described by long memory time series. Short memory time series are those, for which autocorrelation function (ACF) is decreasing more rapidly. Typical examples which contain these processes from the econometric sector.

Another classification of time series is depend on their stationarity:
• stationary time series
• non-stationary time series

Stationary time series are those time series, for which statistical properties like variance or mean value, are constant over time. These time series rely in relative equilibrium in relation to its corresponding mean values. Other time series is belonging to non-stationary time series. In industry, economy or trading, time series more frequently belongs to the non-stationary category. In order to deal with the forecasting task, non-stationary time series are usually transformed to the stationary ones, by the appropriate pre-processing methods.

**Time Series Components**

Usually, most of the time series analysis methods assume, that time series data contains the systematic component (typically comprising several components) and random noise (error), which make difficult in detection of the regular components. Therefore, the majority of methods, includes different noise filtration methods, in order to detect the regular components, or it has to performed during data pre-processing. Most of the components belongs to two main classes. They belong to either a seasonal or trend component. The trend is a systematic linear or non-linear component, which can change over time. Seasonal component is a component which periodically repeating component. Both types of regular components are usually presented in the time series simultaneously. For example, sales may increase from year to year, but there is a seasonal component, which reflects the significant growth of sales in the month of December and a drop in August.

It's already mentioned, that the model of time series usually contains several components: trend component T(t), seasonal component S(t), random noise component R(t), and sometimes there is additionally mentioned a cyclical component C(t). The difference between cyclical and seasonal components is, that seasonal components represents a regular seasonal periodicity, while cyclical component has a longer lasting effect and may vary from cycle to cycle. Very often, the cyclical component is integrated into one trend component T(t). Fig. 5 demonstrate an example of time series decomposition.

> Figure 5. Time series components

**Autocorrelation and Partial Autocorrelation**

Dependencies between the actual and past values represent a fundamental principle of time series forecasting. It can be easily observed, that each value of the series is very similar to its neighbouring values. Additionally, time series contain a seasonal component, what means, that each value is also dependent on the values of similar time, but one season ago. Formally, any statistical dependency between two values is represent as a correlation, and is expressed by a corresponding coefficient.

**Autocorrelation function**

Autocorrelation (ACF) function calculates the correlations between the time series and its shifted copies at different points in time. The autocorrelations are usually calculated for the specific range of lags (shifts) and are expressed in the form of graph, called correlogram. Investigation of autocorrelation (ACF) enables to identify important dependencies int time series data (Covid-19 dataset).

**Partial Autocorrelation Function**

Sometimes it can happen, that the _first value is heavily dependent on the second value, the second value is heavily dependent on the third value and therefore the _first value is also dependent on the third value, and so on. This causes, that significant dependencies can be not found on the graph of autocorrelation (ACF) function. Partial autocorrelation function is another important tool. It is a modification of autocorrelation function (ACF), which allows to eliminate the described problem. Fig. 2.4 demonstrates results of autocorrelation (ACF) function and partial autocorrelation (PACF) function for the time series data from the previous section (Daily confirmed Covid cases passenger counts from Jan-20 to August-20).
V. FORECASTING METHODS

Forecasting is a technique to predicting future values through modelling the past and present data with the help of analyzing the season and trends. A common example might be an evaluation of some variable of interest at some specified future date. Prediction is a same, but more general term. Both introduce the general statistical methods engage the time series, cross-sectional data, or longitudinal data or alternatively to less formal judgmental methods. Usage can vary between areas of application: for example, in whether forecasting the terms "forecasting" are sometimes quite for estimates of values at certain specific future times, while the term "prediction" is used for general estimates, such as the forecasting the confirmed cases of Covid-19.

Auto Regression (AR) Model

The autoregression models (AR) the next step in the sequence as a linear function of the observations at prior time steps. The notation for the model involves specifying the order of the model p as a parameter to the AR function, e.g., AR(p). For example, AR(1) is a first order AR model.

Moving Average (MA)

The Moving average (MA) models is a model which is the next step in the sequence as a linear function of the residual errors from a mean process at prior time steps. A moving average (MA) model is a model that differs from calculating the moving average of the time series. The notation for the model involves specifying the order of the model c as a parameter to the MA function, e.g., MA(c). For example, Moving average MA(1) is a first-order moving average model.

Autoregressive Integrated Moving Average (ARIMA)

The Autoregressive Integrated Moving Average (ARIMA) models is a model which is the next step in the sequence as a linear function of the differenced observations and residual errors at prior time steps. It combines both Moving Average (MA) and Auto Regression (AR) models as well as a differencing pre-processing step of the sequence to make the series stationary, called integration (I). The notation for the model involves specifying the order for the AR(p), I(d), and MA(q) models as parameters to an ARIMA function, e.g., ARIMA (p, d, q). An ARIMA model can also be used to develop Autoregressive (AR), Moving Average (MA), and ARMA models.

Forecasting Model Comparison

<table>
<thead>
<tr>
<th>Forecasting Model and Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression models</td>
<td>The main advantages of the given models are: simplicity, exibility and uniformity of calculations. Simplicity of model construction (only linear models). Transparency of all intermediate calculations.</td>
<td>Inefficiency and low adaptability of linear regression models for non-linear processes. Very complex non-linear model construction for the tasks with nonlinear functional dependency.</td>
</tr>
<tr>
<td>Autoregressive and Moving average models</td>
<td>Transparency and uniformity of calculations and model's construction. Relatively not complicated model construction. The most popular frequently used forecasting method. A lot of publications and information tells about how to implement this method for the specific problems.</td>
<td>A Large number of values required to be determined. Linearity, low adaptability and inefficiency with non-linear processes.</td>
</tr>
<tr>
<td>Artificial Neural Networks models</td>
<td>The main advantage of these models is a non-linearity. Neural networks can easily deal with the non-linear dependencies between future and past values of the processes. Great adaptability and</td>
<td>Large number of parameters and significant options necessary to be selected. High hardware performance requirements during the network training process. Show architecture complexity and absence of transparency.</td>
</tr>
</tbody>
</table>
VI. DATA FORECASTING

The main tasks of this thesis are: analysis of provided time series data sets and development of the corresponding forecasting models. The dataset represents the time series of the number of confirmed cases of contagion reported by each country every day since the pandemic started. This dataset is available on the site of github of the Johns Hopkins University. All data sets that have been provided to me, contain Confirmed cases of COVID-19 infection are collected for India as well as other countries. Prediction of this kind of confirmed corona cases represents a real practical task and plays an important role for their further application.

In order to solve this problem, the practical part of thesis has been performed into two steps:

Data Analysis and Pre-Processing

The initial and the most important step in time series analysis is the determination of a time series dataset is stationary or not. This step is the initial step of the forecasting methods can deal only with stationary time series. In the theoretical part it was described, that stationary time series is one, whose statistical properties like mean and variance do not depend on time, at which the series is observed. From the practical point of view, the time series non-stationarity is usually caused by the presence of the seasonality or trend components inside the series.

Very often, simple visual observation of graphs of rolling variance and rolling mean functions that helps to make suggestion, whether the series is stationary or not. Both ACF and PACF belong to "rolling" analysis of the time series, when the sliding window technique is used to plot the progress of statistical parameters for the given size of window. The plot of rolling mean and rolling variance functions show the obvious evidence of the series non-stationarity. Definitely, the mean property do not show a constant progress over time, as well as the variance show the regular fluctuations.

Autocorrelation function

Autocorrelation (ACF) function calculates the correlations between the time series and its shifted copies at different points in time. The autocorrelations are usually calculated for the specific range of lags (shifts) and are expressed in the form of graph, called correlogram. Study of autocorrelation (ACF) enables to detect important dependencies in time series data.

Partial Autocorrelation Function

Sometimes it can happen, that the _first value is heavily dependent on the second value, the second value is heavily dependent on the third value and therefore the _first value is also depending on the third, and so on. This causes, that significant dependencies can be not found on the graph of autocorrelation (ACF) function. Partial autocorrelation function is another important tool. It is a modification of autocorrelation function (ACF), which allows to eliminate the described problem. Fig. 2.4 demonstrates results of autocorrelation (ACF) function and partial autocorrelation (PACF) function for the time series data from the previous section (Daily confirmed Covid cases passenger counts from Jan-20 to August-20).

Autoregressive Integrated Moving Average (ARIMA)

The forecasting models (ARIMA), that will be developed are based on the analysis performed in the section. In the beginning, the data set is divided into two parts training dataset 85% and testing dataset 15%. The next step is to analyze the results of Autocorrelation function (ACF) and Partial Autocorrelation function (PACF) plots and make suggestions about the autoregressive and moving average parameters of the model. There are existing some general rules, how to identify the parameters [16]. The analysis in the last section demonstrated the necessity of one seasonal and one non-seasonal differencing. This suggests the use of ARIMA(a; b; c)_{(A;B;C)} model, where both differencing parameters b and B are equal to 1.
This communicate to the use of one non-seasonal and one seasonal differencing. The remaining of parameters are going to be selected based on the analysis of ACF and PACF. In the Fig. 6 there can be observed, that plot of ACF tails after the lag 11 and the plot of PACF tails of after the lag 9. This suggests, that autoregressive parameter a has to be tested up to 9 and moving average parameter c has to be checked up to 11. In the plot of ACF there can be also observed significant negative peak at lag 24, what corresponds to the effect of seasonal component. According to the referenced rules, this should be solved by adding seasonal moving average parameter to model. Each model will be trained on training dataset and then its performance will be tested on test dataset. To choose the optimal ARIMA model, the MSE rate will be used. Experimentally it has been tested, that ARIMA(5; 2; 4) model performs better than other models. The corresponding MAPE rate is 0.13%. Further increasing of the parameters(a, b, c) was pointless and didn't lead to improvement of performance. This is can be explained by effect of overfitting. Fig. 8 demonstrates the continuous plots of 1 day ahead forecasted values and the actual values of the test dataset.

VII. CONCLUSION

The issues of this thesis is to perform the analysis of provided dataset and to develop the forecasting models for them. In order to solve this, the theoretical part of the thesis has been devoted to the survey of the time series problematic, forecasting methods, data pre-processing and other important aspects of time series analysis. It was investigated, that very often, the proper data pre-processing plays the key role of the whole process.

In the practical part of this thesis, there have been selected one perspective forecasting methods (ARIMA). Their effectiveness has been demonstratively tested on the Covid-19 data set, that is publicly available in the internet. Individual forecasting methods, as well as the time series analysis methods like ARIMA, SARIMA, have proven themselves in the experiments, by demonstration of
the remarkable results. After that, these methods could be confidently used for solving the main task of the thesis like forecasting models.

The main task of the thesis is related to the forecasting of the Covid-19 cases of individual country. Building of the qualitative forecasting models (ARIMA) for the coronavirus cases represents a real practical task and plays an important role for their further integration into the other applications. Forecasting performance of the so-called basic forecasting method”, that simply adjusts the meteorological forecast and is currently used, has served as the standard values for the newly developed models.

Initially, for the covid forecasting, there have been used traditional forecasting methods without adding external factors. Afterwards, the models, that make it possible, have been extend by adding an external parameter. The meteorological day forecast values have served as the external factor. All forecasting methods demonstrated relatively good results, and better than the referenced benchmark value.
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