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Abstract:  Accurate state of health (SOH) prediction is significant to guarantee operation safety and avoid latent failures of 

lithium-ion batteries. With the development of communication and artificial intelligence technologies, a body of researches 

have been performed toward precise and reliable SOH prediction method based on machine learning (ML) techniques. In 

this the conception of SOH is defined, and the state-of the-art prediction methods are classified based on their primary 

implementation procedure. As an essential step in ML-based SOH algorithms, the health feature extraction methods 

reported in the literature are comprehensively surveyed. Next, an exhausted comparison is conducted to elaborate the 

development of ML-based SOH prediction techniques. Not only their advantages and disadvantages of the application in 

SOH prediction are reviewed but also their accuracy and execution process are fully discussed.  

Finally, pivotal challenges and corresponding research directions are provided for more reliable and high-fidelity SOH 

prediction. The growing interest and recent breakthroughs in artificial intelligence and machine learning (ML) have actively 

contributed to an increase in research and development of new methods to estimate the state of health of battery by using 

various algorithms. This paper provides a survey of battery state estimation methods based on ML algorithms accuracy 

such as, Logistic Regression (LR), Linear Discriminant Analysis (LDA), Neighbors Classifier (KNN), Decision Tree 

Classifier (CART), and Gaussians (NB) with help of Python. Programming in Python with the help of SKlearn & Pandas.  

  

Index Terms - Python, Machine Learning, Artificial Intelligence, Algorithm, Battery, SOH. 

 

I. INTRODUCTION 

 The transportation industry faces many challenges to improve efficiency, expand performance, advance connectivity,  

increase autonomy, and reduce emissions. The electrified powertrain is one of the most effective technologies to enable the 

improvement of vehicle efficiency, but finding the way for trade-off between efficiency and costs remains a great challenge. As the 

battery remains one of the most expensive parts of the xEV [1], properly estimating the battery states are difficult to reducing design 

and development cost and increasing the overall vehicle efficiency and performance. Due to this design strategy on the battery 

management system (BMS) software design to perform a state of charge (SOC) and state of health (SOH) estimation accurately. 

The SOH methods for capacity estimation are based on amp-hour (Ah) calculation in precise reference SOC points. SOH methods 

for resistance estimation are more varied and range from simple averaging of delta voltage divided by delta current to recursive 

algorithms such as recursive least squares or advanced Kalman filter (KF) algorithms [4]. In the case of SOC estimation, one of the 

simplest methods is based on open circuit voltage (OCV) and coulomb counting. The other methods are referred for estimating 

sensor errors and uncertain model knowledge [2], [3]. Many approaches employ an equivalent circuit model (ECM) combined with 

KF variants for SOC estimation [4], [5]. To make these happen significant battery testing is needed to model and parameterize the 

algorithms. For a comprehensive review of the different approaches to the estimation of SOC, SOH, SOP, and other battery states, 

beyond the machine learning approaches, which are the focus of this paper, readers are referred to [2], [4], [5]. Machine learning 

approaches to battery state estimation have been driven by recent advances in artificial intelligence (AI) [6] in fields such as 

computer vision and autonomous vehicles. The Venn diagram in Fig. 1 shows how the field of AI is subdivided, including Machine 

Learning and its subsequent change of learning and deep learning [7]. As battery technology grows and matures, a significant 

amount of data is being collected and analyzed in a partially or fully automated fashion [8] to improve battery design and usage. 

This plethora of data has made it possible to improve BMS performance [9] via big data, the internet of things (IoT), cloud 

computing, and the ML methods investigated here. In the case of SOC and SOH estimation based on ML methods, the main 

computational load demanded by these approaches happens during its off-line training phase [10], making it feasible for 

implementation on typical BMS hardware. 

BATTERY STATE OF HEALTH ESTIMATION  
Battery SOH is a measurement of battery deterioration in comparison to a new battery.  There are several ways to estimate 

and quantify the SOH of an xEV battery; many of the recent studies have considered either the loss of capacity (SOHc) or increase 

of internal resistance (SOHr). The conventional machine learning methods presented in this section for SOH estimation are grouped 

as the following types. 

A. Feedforward neural network (FNN) 

B. Recurrent neural network (RNN) 

C. Radial basis function (RBF) neural network 

D. Hamming networks (HNN) 

E. Support Vector Machine (SVM) 

A. FEEDFORWARD NEURAL NETWORK 

An FNN performs non-linear mappings with an arbitrary number of inputs and outputs. For SOHc estimation, the 
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 battery capacity fading metric is typically represented by SOH = Ct C0 × 100(%) (5) where Ct is the capacity estimate at time t 

and Co is the new battery’s nominal capacity. Battery capacity is typically measured via a particular test that spans the entire SOC 

range using high accuracy current measurements. However, this is achieved and usage of an xEV, so online estimation algorithms 

need to be employed., 

                                                       
Fig. 1: Point cloud distribution based SOH FNN 

B. RECURRENT NEURAL NETWORK 

SOH estimation involves tracking a slow battery ageing process from battery signals that exhibit dynamic states and 

memory. As a result, employing a recurrent neural network that contains internal memory is a natural approach to tackle SOH 

estimation. A simple approach was presented in, where the authors built a dynamically driven recurrent network to estimate both 

the SOC and SOH of two Li-ion batteries. The SOHc estimate is fed back as delayed recurrent inputs; this gives the DDRN an 

associative memory feature, which is responsible for reducing the amount of data necessary to encode the dynamics in the 

network parameters. Other inputs to the RNN, include voltage, current, temperature, and time-delayed voltage and current. Fig. 

2 shows the DDRN structure for SOH estimation. The battery life in this work was measured for several cycles versus terminal 

voltage 

    

                                                              
Fig.2: SOH estimator 

The proposed method utilizes LSTM layers similar to those shown. The output of this LSTM block, shown in Fig.3 is 

 a set of vectors whose elements correspond to rolling time windows at different points in time, e.g. the first corresponds to 

the first window segment, and the last is shifted to reach up to the most recent point in time.  

                                                                       
  Fig.3: SOHc estimation based on the snapshot  

These datasets were finally used to train RNNs capable of estimating the battery capacity and equivalent resistance and combined 

to estimate SOH, as shown in Fig. 4.  
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Fig.4: SOH estimation by battery capacity and resistance estimation using RNN. 

The RNNs were trained and tested by using cell temperature, current, SOC variation, and the capacity and resistance of previous 

time steps. The SOH estimator model has shown an accurate prediction of the battery SOH when compared to the experimental 

data, obtaining less than 1% mean squared error (MSE) on both capacity and resistance estimations. 

C. RADIAL BASIS FUNCTIONS 

A sparse bayesian predictive modelling (SBPM) algorithm can be used to identify the nonlinear relation of different 

features within a dataset. In fig 5, the authors used an SBPM to determine the relationship between the battery capacity and voltage 

sequence sample entropy, where the SBPM employs the concept of radial basis functions in its design. In this case, the sample 

entropy is used to identify the pattern of the battery terminal voltage over time. The proposed SBPM-based method procedure is 

shown in Fig. 5.  

                                                             
Fig.5: SBPM to estimate the SOHc. 

D. HAMMING NEURAL NETWORK 

A Hamming neural network (HNN) contains both an FNN and an RNN, and an example is shown in Fig. 6  

 

                                                     
Fig.6: HNN 

The HNN has found extensive applications in pattern recognition, specifically binary pattern recognition. In a Hamming Network 

was used in cooperation with a Dual Extended Kalman Filter (DEKF) to estimate SOC, capacity (SOHc) and resistance (SOHr). 

An equivalent circuit modelling approach was employed in the paper. The HNN was used to estimate the ECM parameters based 

on charge/discharge voltage patterns, capacity patterns, and how they change over time.  

E. SUPPORT VECTOR MACHINE 
The SVM was initially trained to estimate the battery voltage drop response during 10s discharge pulses to calculate the 

battery resistance variation (SOHr) and capacity variation (SOHc) during C/3 partial or full discharge profiles. The inputs for the 

SVM were the battery current, temperature and SOC. 

II. COMPARISON OF SOH METHODS 

Several characteristics of some of the techniques and research works presented in this section are summarized in Table 1, 

including the error for the SOHc, SOHr, or other SOH methods investigated, the battery type, and the temperatures considered. 
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Almost all of the proposed methods are able to estimate capacity or resistance with 1% or less error, showing they are all promising 

candidates for SOH estimation. 

Table 1: Comparison of SOH methods 

                               
 

In this experiment for SOH prediction done with help of Machine Learning by using various algorithms  

a. Logistic Regression (LR)  

b. Decision Tree Classifier (CART)  

c. KNeighbors Classifier (KNN)  

d. Linear Discriminant Analysis (LDA)  

e. Naïve Bayes (NB) 

               f. Support Vector Machine (SVM). 

      With help of Python, Panda & SK Learn programming, we imported the desired algorithms.  

III. Flow Chart 
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IV. Result Graphs 

Estimator Model Comparision: 

                                                                        
Data Distribution: 

 

                                                                       
Histrogram Data Distribution: 
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Scatter Graph: 

 
V. Results: 

Accuracy: LR:- 0.33 (+/- 0.07) 

Accuracy: LDA:- 0.43 (+/- 0.11) 

Accuracy: KNN:- 0.34 (+/- 0.08) 

Accuracy: CART:- 0.47 (+/- 0.13) 

Accuracy: NB:- 0.38 (+/- 0.10) 

Accuracy: SVM:- 0.20 (+/- 0.10) 

VI.  CONCLUSIONS 

  Based on the studies presented and summarized in this work, a wide range of machine learning approaches are suitable for 

the estimation of battery SOH. The data collection process can require months or years of testing, especially when SOH estimation 

is the objective. Despite the increasing amount of data being generated and the recent advances in the ML, their use and efficiency 

are still limited by not only the quantity but also the quality of the data. The computational complexity required to train and deploy 

ML-based models should be further investigated and compared in future work since it hasn’t been addressed consistently within 

the surveyed work. A simple set of guidelines is suggested to be followed when training and comparing ML algorithms, which 

considers the use of the same validation dataset, the number of ML fitted algorithm parameters and training process repetitions. 
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