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Abstract- Normal fetal growth is a critical component of a healthy pregnancy and influences the long-term health of the offspring.
However, defining normal and abnormal fetal growth has been a long-standing challenge in clinical practice and research. The
authors review various references and standards that are widely used to evaluate fetal growth, and discuss common pitfalls of
current definitions of abnormal fetal growth. Pros and cons of different approaches to customize fetal growth standards are
described. The authors further discuss recent advances towards an integrated definition for fetal growth restriction. Such a
definition may incorporate fetal size with the status of placental health measured by maternal and fetal Doppler velocimetry and
biomarkers, biophysical findings and genetics. Although the concept of an integrated definition appears promising, further
development and testing are required. An improved definition of abnormal fetal growth should benefit both research and

clinical practice.

1.INTRODUCTION

Normal fetal growth is a critical component of a healthy pregnancy and influences the long-term health of the offspring. Common
adult diseases such as type 2 diabetes and cardiovascular conditions have been linked to abnormal fetal growth, particularly fetal
growth restriction (FGR).However, the latter has not been clearly defined. Therefore, an objective assessment of normal and
abnormal fetal growth has enormous utility in prenatal and neonatal care and outcome-based research. The purpose of this review
is to summarize literature on the definition of abnormal fetal growth that go beyond simple fetal size

1.1 PROPOSED ALGORITHMS

RANDOM FOREST ALGORITHM

Random forest algorithm can use both for classification and the regression kind of problems. In this you are going to learn,
how the random forest algorithm works in machine learning for the classification task.

Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used for
both Classification and Regression problems in ML. It is based on the concept of ensemble learning, which is a process of
combining multiple classifiers to solve a complex problem and to improve the performance of the model.

A random forest algorithm consists of many decision trees. The ‘forest” generated by the random forest algorithm is trained
through bagging or bootstrap aggregating. Bagging is an ensemble meta-algorithm that improves the accuracy of machine
learning algorithms.

As the name suggests, "Random Forest is a classifier that contains a number of decision trees on various subsets of the given
dataset and takes the average to improve the predictive accuracy of that dataset.” Instead of relying on one decision tree, the
random forest takes the prediction from each tree and based on the majority votes of predictions, and it predicts the final output.

The below diagram explains the working of the Random Forest algorithm:
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Fig 2: Explaining the working algorithm of the

Random Forest algorithm
Below are some points that explain why we should use the Random Forest algorithm:
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0 It takes less training time as compared to other algorithms.
0 It predicts output with high accuracy, even for the large dataset it runs efficiently.
0 It can also maintain accuracy when a large proportion of data is missing.

Features of a Random Forest Algorithm

. It’s more accurate than the decision tree algorithm.

. It provides an effective way of handling missing data.

. It can produce a reasonable prediction without hyper-parameter tuning.

. It solves the issue of overfitting in decision trees.

. In every random forest tree, a subset of features is selected randomly at the node’s splitting point.

Classification in random forests

Classification in random forests employs an ensemble methodology to attain the outcome. The training data is fed to train various
decision trees. This dataset consists of observations and features that will be selected randomly during the splitting of nodes.

A rain forest system relies on various decision trees. Every decision tree consists of decision nodes, leaf nodes, and a root node.
The leaf node of each tree is the final output produced by that specific decision tree. The selection of the final output follows the
majority-voting system. In this case, the output chosen by the majority of the decision trees becomes the final output of the rain
forest system. The diagram below shows a simple random forest classifier.

RANDOM FOREST CLASSIFIER !

MAJORITY VOTE TAKEN *| FINAL PREDICTION MADE

Fig 3: Explaining the Random Forest Classifier
Random Forest Steps

Randomly select “k” features from total “m” features.

Where k <<m

Among the “k” features, calculate the node “d” using the best split point.

Split the node into daughter nodes using the best split.

Repeat 1 to 3 steps until “1” number of nodes has been reached.

Build forest by repeating steps 1 to 4 for “n” number times to create number of trees.

The beginning of random forest algorithm starts with randomly selecting “k” features out of total “m” features. In the image, you
can observe that we are randomly taking features and observations.

The working of the algorithm can be better understood by the below example:

o~ E

“ ’

Example: Suppose there is a dataset that contains multiple fruit images. So, this dataset is given to the Random forest classifier.
The dataset is divided into subsets and given to each decision tree. During the training phase, each decision tree produces a
prediction result, and when a new data point occurs, then based on the majority of results, the Random Forest classifier predicts
the final decision. Consider the below image:
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Fig 4: Explaining the Random Forest Classifier

algorithm with example
APPLICATIONS OF RANDOM FOREST
There are mainly four sectors where Random forest mostly used:

1. Banking: Banking sector mostly uses this algorithm for the identification of loan risk.

2. Medicine: With the help of this algorithm, disease trends and risks of the disease can be identified.
3. Land Use: We can identify the areas of similar land use by this algorithm.

4, Marketing: Marketing trends can be identified using this algorithm.

Advantages of Random Forest

Random Forest is capable of performing both Classification and Regression tasks.
. It is capable of handling large datasets with high dimensionality.

. It enhances the accuracy of the model and prevents the overfitting issue.

Disadvantages of Random Forest
. Although random forest can be used for both classification and regression tasks, it is not more suitable for Regression
tasks.

KNN ALGORITHMS

0 K-Nearest Neighbour is one of the simplest Machine Learning algorithms based on Supervised Learning technigue.

0 K-NN algorithm assumes the similarity between the new case/data and available cases and put the new case into the
category that is most similar to the available categories.

0 K-NN algorithm stores all the available data and classifies a new data point based on the similarity. This means when
new data appears then it can be easily classified into a well suite category by using K- NN algorithm.

0 K-NN algorithm can be used for Regression as well as for Classification but mostly it is used for the Classification
problems.

0 K-NN is a non-parametric algorithm, which means it does not make any assumption on underlying data.

0 It is also called a lazy learner algorithm because it does not learn from the training set immediately instead it stores the
dataset and at the time of classification, it performs an action on the dataset.

0 KNN algorithm at the training phase just stores the dataset and when it gets new data, then it classifies that data into a
category that is much similar to the new data.

0 Example: Suppose, we have an image of a creature that looks similar to cat and dog, but we want to know either it is a

cat or dog. So for this identification, we can use the KNN algorithm, as it works on a similarity measure. Our KNN model will
find the similar features of the new data set to the cats and dogs images and based on the most similar features it will put it in
either cat or dog category.
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KNN Classifier

Input value ; e Predicted Output

Why do we need a K-NN Algorithm?

Suppose there are two categories, i.e., Category A and Category B, and we have a new data point x1, so this data point will lie in
which of these categories. To solve this type of problem, we need a K-NN algorithm. With the help of K-NN, we can easily

identify the category or class of a particular dataset. Consider the below diagram:
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How does K-NN work?

The K-NN working can be explained on the basis of the below algorithm:

0 Step-1: Select the number K of the neighbors

Step-2: Calculate the Euclidean distance of K number of neighbors

Step-3: Take the K nearest neighbors as per the calculated Euclidean distance.

Step-4: Among these k neighbors, count the number of the data points in each category.

Step-5: Assign the new data points to that category for which the number of the neighbor is maximum.

Step-6: Our model is ready.

O OO0 oo

Suppose we have a new data point and we need to put it in the required category. Consider the below image:
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o Firstly, we will choose the number of neighbors, so we will choose the k=5.

0 Next, we will calculate the Euclidean distance between the data points. The Euclidean distance is the distance between two

points, which we have already studied in geometry. It can be calculated as:
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Euclidean Distance between Airand B2 = /(Xz-X1)2+(Yz-Y1)2

0 By calculating the Euclidean distance we got the nearest neighbors, as three nearest neighbors in category A and two nearest
neighbors in category B. Consider the below image:
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As we can see the 3 nearest neighbors are from category A, hence this new data point must belong to category A.
How to select the value of K in the K-NN Algorithm?
Below are some points to remember while selecting the value of K in the K-NN algorithm:;
0 There is no particular way to determine the best value for "K", so we need to try some values to find the best out of
them. The most preferred value for K is 5.
o A very low value for K such as K=1 or K=2, can be noisy and lead to the effects of outliers in the model.
o Large values for K are good, but it may find some difficulties.

Advantages of KNN Algorithm:
0 Itissimple to implement.
0 Itisrobust to the noisy training data
0 Itcan be more effective if the training data is large.

Disadvantages of KNN Algorithm:
0 Always needs to determine the value of K which may be complex some time.
0 The computation cost is high because of calculating the distance between the data points for all the training samples.

LOGISTIC REGRESSION
0 Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised
Learning technique. It is used for predicting the categorical dependent variable using a given set of independent
variables.
0 Logistic regression predicts the output of a categorical dependent variable. Therefore the outcome must be a categorical
or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 1, it gives
the probabilistic values which lie between 0 and 1.
0 Logistic Regression is much similar to the Linear Regression except that how they are

used. Linear Regression is used for solving
Regression  problems, whereas Logistic
regression  is used for solving the

classification problems.

o In Logistic regression, instead of fitting a regression line, we fit an "S" shaped logistic function, which predicts two
maximum values (0 or 1).

0 The curve from the logistic function indicates the likelihood of something such as whether the cells are cancerous or not, a
mouse is obese or not based on its weight, etc.

o0 Logistic Regression is a significant machine learning algorithm because it has the ability to provide probabilities and classify
new data using continuous and discrete datasets.

0 Logistic Regression can be used to classify the observations using different types of data and can easily determine the most
effective variables used for the classification. The below image is showing the logistic function:
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Note: Logistic regression uses the concept of predictive modeling as regression; therefore, it is called logistic regression, but is
used to classify samples; Therefore, it falls under the classification algorithm.

Logistic Function (Sigmoid Function):
0 The sigmoid function is a mathematical function used to map the predicted values to probabilities.
o It maps any real value into another value within a range of 0 and 1.
0 The value of the logistic regression must be between 0 and 1, which cannot go beyond this limit, so it forms a curve like
the "S" form. The S-form curve is called the Sigmoid function or the logistic function.
0 Inlogistic regression, we use the concept of the threshold value, which defines the probability of either 0 or 1. Such as
values above the threshold value tends to 1, and a value below the threshold values tends to 0.

Assumptions for Logistic Regression:
0 The dependent variable must be categorical in nature.

0 y'th,i(pdppyiQQTt #%sm% Rot have mylthycallinearity.

Logistic Regression Equation:

The Logistic regression equation can be obtained from the Linear Regression equation. The mathematical steps to get Logistic
Regression equations are given below:

0 We know the equation of the straight line can be written as:

0 In Logistic Regression y can be between 0 and 1 only, so for this let's divide the above equation by (1-y):

IL—y ; 0 for y= 0, and infinity for y=1

0 But we need range between -[infinity] to +[infinity], then take logarithm of the equation it will become:

log [1f_y] =bo+ byxy + byxy + byxs + - -

The above equation is the final equation for Logistic Regression.

Type of Logistic Regression:
On the basis of the categories, Logistic Regression can be classified into three types:

o Binomial: In binomial Logistic regression, there can be only two possible types of the dependent variables, such as 0 or
1, Pass or Fail, etc.

0 Multinomial: In multinomial Logistic
regression, there can be 3 or more possible unordered types of the dependent variable, such as "cat", "dogs", or "sheep"

o Ordinal: In ordinal Logistic regression, there can be 3 or more possible ordered types of dependent variables, such as
"low", "Medium", or "High".
CHAPTER 2

LITERATURE REVIEW

Evidence-based nationalguidelines for the management of suspected fetal growth restriction

The aim of this review is to: summarize areas of consensus and controversy between recently published national guidelines on
small for gestational age or fetal growth restriction; highlight any recent evidence that should be incorporated into existing
guidelines; and identify future research priorities in this field. A search of MEDLINE, Google, and the International Guideline
Library identified 6 national guidelines on management of pregnancies complicated by fetal growth restriction/small for
gestational age published from 2010 onwards. There is general consensus between guidelines (at least 4 of 6 guidelines in
agreement) in early pregnancy risk selection, and use of low-dose aspirin for women with major risk factors for placental
insufficiency. All highlight the importance of smoking cessation to prevent small for gestational age. While there is consensus in
recommending fundal height measurement in the third trimester, 3 specify the use of a customized growth chart, while 2
recommend McDonald rule. Routine third-trimester scanning is not recommended for small-for-gestational-age screening, while
women with major risk factors should have serial scanning in the third trimester. Umbilical artery Doppler studies in suspected
small-for-gestational-age pregnancies are
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universally advised, however there is inconsistency in the recommended frequency for growth scans after diagnosis of small for
gestational age/fetal growth restriction (2-4 weekly). In late-onset fetal growth restriction (>32 weeks) general consensus is to use
cerebral Doppler studies to influence surveillance and/or delivery timing. Fetal surveillance methods

(most recommend cardiotocography) and recommended timing of delivery vary. There is universal agreement on the use of
corticosteroids before birth at <34 weeks, and general consensus on the use of magnesium sulfate for neuroprotection in early-
onset fetal growth restriction (<32 weeks). Most

guidelines advise using cardiotocography surveillance to plan delivery in fetal growth restriction <32 weeks. The recommended
gestation at delivery for fetal growth restriction with absent and reversed end-diastolic velocity varies from 32 to >34 weeks and
30 to >34 weeks, respectively. Overall, where there is high-quality evidence from randomized controlled trials and meta-analyses,
eg, use of umbilical artery Doppler and corticosteroids for delivery <34 weeks, there is a high degree of consistency between
national small-for-gestational-age guidelines. This review discusses areas where there is potential for convergence between small-
for-gestational-age guidelines based on existing randomized controlled trials of management of small-for-gestational-age
pregnancies, and areas of controversy. Research priorities include assessing the utility of late third-trimester scanning to prevent
major morbidity and mortality and to investigate the optimum timing of delivery in fetuses with late-onset fetal growth restriction
and abnormal Doppler parameters. Prospective studies are needed to compare new international population ultrasound standards
with those in current use.

Diagnosis and surveillance of late-onset fetal growth restriction

By consensus, late fetal growth restriction is that diagnosed >32 weeks. This condition is mildly associated with a higher risk of
perinatal hypoxic events and suboptimal neurodevelopment. Histologically, it is characterized by the presence of uteroplacental
vascular lesions (especially infarcts), although the incidence of such lesions is lower than in preterm fetal growth restriction.
Screening procedures for fetal growth restriction need to identify small babies and then differentiate between those who are
healthy and those who are pathologically small. First- or second-trimester screening strategies provide detection rates for late
smallness for gestational age <50% for 10% of false positives. Compared to clinically indicated ultrasonography in the third
trimester, universal screening triples the detection rate of late smallness for gestational age. As opposed to early third-trimester
ultrasound, scanning late in pregnancy (around 37 weeks) increases the detection rate for birthweight <3rd centile. Contrary to
early fetal growth restriction, umbilical artery Doppler velocimetry alone does not provide good differentiation between late
smallness for gestational age and fetal growth restriction. A combination of biometric parameters (with severe smallness usually
defined as estimated fetal weight or abdominal circumference <3rd centile) with Doppler criteria of placental insufficiency (either
in the maternal [uterine Doppler] or fetal [cerebroplacental ratio] compartments) offers a classification tool that correlates with
the risk for adverse perinatal outcome. There is no evidence that induction of late fetal growth restriction at term improves
perinatal outcomes nor is it a cost-effective strategy, and it may increase neonatal admission when performed <38 weeks.

Diagnosis and management of fetal growth restriction

The purpose of this Consult is to outline an evidence-based, standardized approach for the prenatal diagnosis and management of
fetal growth restriction. The recommendations of the Society for Maternal-Fetal Medicine are as follows: (1) we recommend that
fetal growth restriction be defined as an ultrasonographic estimated fetal weight or abdominal circumference below the 10th
percentile for gestational age (GRADE 1B);

(2) we recommend the use of population-based fetal growth references (such as Hadlock) in determining fetal weight
percentiles (GRADE 1B); (3) we recommend against the use of low-molecular-weight heparin for the sole indication of
prevention of recurrent fetal growth restriction (GRADE 1B); (4) we recommend against the use of sildenafil or activity
restriction for in utero treatment of fetal growth restriction (GRADE 1B); (5) we recommend that a detailed obstetrical
ultrasound examination (current procedural terminology code 76811) be performed with early-onset fetal growth restriction
(<32 weeks of gestation) (GRADE 1B).

Growth charts and prediction of abnormal growth

— what is known, what is not known and what is misunderstood

Assessment of fetal growth has an important effect on perinatal morbidity and mortality. To understand what tool to choose best
for a given population a basic knowledge of how growth charts are developed and used has to be acquired. For this reason, this
literature review was performed. An extensive literature review aimed at identifying articles related to the development of growth
assessment in both spectrums of abnormal fetal growth — large and small. The analyzed articles were chosen and presented to
show both the historical aspects of growth assessment, current trends and future considerations.ldentification of both large and
small fetuses and neonates is equally crucial. Definitions and methodology vary worldwide and there is an ongoing discussion on
the best tool to choose for a given population. An important part of the debate is how to differentiate between thephysiologically
small fetus and the truly growth restricted fetus who is at risk of perinatal complication. Similarly, the diagnosis of a large fetus is
important in prevention of perinatal complications and surgical deliveries. Many clinical settings still lack growth
standards.Birthweight for gestational age charts are biased for weight in preterm birth. Prediction and management of outcome
cannot be based solely on fetal size. Small is not the only problem, we have to think large as well. A common misunderstanding
in clinical practice is not using uniform charts in defining growth.
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An outcome-based approach for the creation of fetal growth standards: do singletons and twins need separate standards
Contemporary fetal growth standards are created by using theoretical properties (percentiles) of birth weight (for gestational age)
distributions. The authors used a clinically relevant, outcome-based methodology to determine if separate fetal growth standards
are required for singletons and twins. All singleton and twin livebirths between 36 and 42 weeks' gestation in the United States
(1995-2002) were included, after exclusions for missing information and other factors (n = 17,811,922). A birth weight range was
identified, at each gestational age, over which serious neonatal morbidity and neonatal mortality rates were lowest. Among
singleton males at 40 weeks, serious neonatal morbidity/mortality rates were lowest between 3,012 g (95% confidence interval
(CI): 3,008, 3,018) and 3,978 g (95% CI: 3,976, 3,980). The low end of this optimal birth weight range for females was 37 g
(95% CI: 21, 53) less. The low optimal birth weight was 152 g (95% CI: 121, 183) less for twins compared with singletons. No
differences were observed in low optimal birth weight by period (1999-2002 vs. 1995-1998), but small differences were observed
for maternal education, race, parity, age, and smoking status. Patterns of birth weight-specific serious neonatal morbidity/neonatal
mortality support the need for plurality-specific fetal growth standards.

CHAPTER 3

SYSTEM REQUIREMENTS
3.1 HARDWARE REQUIREMENTS

System : Pentium i3 Processor
Hard Disk : 500 GB.

Monitor : 15 LED

Input Devices : Keyboard, Mouse

Ram :2GB

3.2 SOFTWARE REQUIREMENTS
Operating system : Windows 10

Coding Language : Python

3.3 LANGUAGE SPECIFICATION

Python is a general-purpose interpreted, interactive, object-oriented, and high-level programming language. It was created by
Guido van Rossum during 1985- 1990. Like Perl, Python source code is also available under the GNU General Public License
(GPL). This tutorial gives enough understanding on Python programming language. 3.4. HISTORY OF PYTHON

Python was developed by Guido van Rossum in the late eighties and early nineties at the National Research Institute for
Mathematics and Computer Science in the Netherlands.

Python is derived from many other languages, including ABC, Modula-3, C, C++, Algol-68, SmallTalk, and Unix shell and other
scripting languages.

Python is copyrighted. Like Perl, Python source code is now available under the GNU General Public License (GPL).

Python is now maintained by a core development team at the institute, although Guido van Rossum still holds a vital role in
directing its progress.

3.5. APPLICATION OF PYTHON

> Easy-to-learn — Python has few keywords, simple structure, and a clearly defined syntax. This allows the student to
pick up the language quickly.
Easy-to-read — Python code is more clearly defined and visible to the eyes.
Easy-to-maintain — Python's source code is fairly easy-to-maintain.
> A broad standard library — Python's bulk of the library is very portable and cross-platform compatible on UNIX,
Windows, and Macintosh.
Interactive Mode — Python has support for an interactive mode which allows interactive testing and debugging of
snippets of code.
Portable — Python can run on a wide variety of hardware platforms and has the same interface on all platforms.

> ExteZdable — You can add low-level modules to the Python interpreter. These modules enable programmers to add to
or customize their tools to be more efficient.

Databases — Python provides interfaces to all major commercial databases.
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>

GUI Programming — Python supports GUI applications that can be created and ported to many system calls, libraries
and windows systems, such as Windows MFC, Macintosh, and the X Window system of Unix.

> Scalable — Python provides a better structure and support for large programs than shell scripting.
3.6 FEATURES OF PYTHON

> It supports functional and structured programming methods as well as OOP.

> It can be used as a scripting language or can be compiled to byte-code for building large applications.
> It provides very high-level dynamic data types and supports dynamic type checking.

> It supports automatic garbage collection.

> It can be easily integrated with C, C++, COM, ActiveX, CORBA, and Java.

3.7 FEASIBILITY STUDY

The feasibility of the project is analyzed in this phase and business proposal is put forth with a very general plan for the project
and some cost estimates. During system analysis the feasibility study of the proposed system is to be carried out. This is to ensure
that the proposed system is not a burden to the company. For feasibility analysis, some understanding of the major requirements
for the system is essential.

The feasibility study investigates the problem and the information needs of the stakeholders. It seeks to determine the resources
required to provide an information systems solution, the cost and benefits of such a solution, and the feasibility of such a solution.

The goal of the feasibility study is to consider alternative information systems solutions, evaluate their feasibility, and propose the
alternative most suitable to the organization. The feasibility of a proposed solution is evaluated in terms of its components.

3.7.1 ECONOMICAL FEASIBILITY

This study is carried out to check the economic impact that the system will have on the organization. The amount of fund that the
company can pour into the research and development of the system is limited. The expenditures must justified. Thus the
developed system as well within the budget and this was achieved because most of the technologies used are freely available.
Only the customized products had to be purchased.

3.7.2 TECHNICAL FEASIBILITY

This study is carried out to check the technical feasibility, that is, the technical requirements of the system. Any system developed
must not have a high demand on the available technical resources. This will lead to high demands on the available technical
resources. This will lead to high demands being placed on the client. The developed system must have a modest requirement, as
only minimal or null changes are required for implementing this system.

3.7.3 SOCIAL FEASIBILITY
The aspect of study is to check the level of acceptance of the system by the user. This includes the process of training the user to
use the system efficiently. The user must not feel threatened by the system, instead must accept it as a necessity.

CHAPTER 4

SYSTEM ANALYSIS

4.1 PURPOSE

The purpose of this document is approach of early diagnosis and prediction of fetal abnormalities using machine learning
algorithms. In detail, this document will provide a general description of our project, including user requirements, product
perspective, and overview of requirements, general constraints. In addition, it will also provide the specific requirements and
functionality needed for this project - such as interface, functional requirements and performance requirements.

4.2 SCOPE

The scope of this SRSdocument persists for the entire life cycle of the project. This document defines the final state of the
software requirements agreed upon by the customers and designers. Finally at the end of the project execution all the
functionalities may be traceable from the SRSto the product. The document describes the functionality, performance, constraints,
interface and reliability for the entire life cycle of the project.

4.3 EXISTING SYSTEM

In Existing,a method using customized birthweight norms that incorporated information about fetal growth potential. Based on
the premise that birthweight varies with maternal and fetal physiological parameters (e.g., race/ethnicity, parity, sex,
prepregnancy or early pregnancy body mass), they defined a new methodology to calculate optimal fetal weight at each
gestational week customized by individual profile. The authors combined birthweight data at 40 weeks of gestation with
estimated fetal weight based on the Hadlock estimated fetal weight curve.The ultrasound EFW curves were proportionately
adjusted upwards or downwards according to the birthweight at 40 weeks for specific maternal and fetal profiles.
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4.4 PROPOSED SYSTEM

In proposed system, discuss with recent advances towards an integrated definition for fetal growth restriction. Such a definition
may incorporate fetal size with the status of placental health measured by maternal and fetal Doppler velocimetry and biomarkers,
biophysical findings and genetics. Although the concept of an integrated definition appears promising, further development and
testing are required. An improved definition of abnormal fetal growth should benefit both research and clinical practice.

CHAPTER 5

SYSTEM DESIGN

5.1 INPUT DESIGN

The input design is the link between the information system and the user. It comprises the developing specification and
procedures for data preparation and those steps are necessary to put transaction data in to a usable form for processing can be
achieved by inspecting the computer to read data from a written or printed document or it can occur by having people keying the
data directly into the system. The design of input focuses on controlling the amount of input required, controlling the errors,
avoiding delay, avoiding extra steps and keeping the process simple. The input is designed in such a way so that it provides
security and ease of use with retaining the privacy. Input Design considered the following things:

e What data should be given as input?

*  How the data should be arranged or coded?

» The dialog to guide the operating personnel in providing input.

«  Methods for preparing input validations and steps to follow when error occur.

5.2 OUTPUT DESIGN

A quality output is one, which meets the requirements of the end user and presents the information clearly. In any system results
of processing are communicated to the users and to other system through outputs. In output design it is determined how the
information is to be displaced for immediate need and also the hard copy output. It is the most important and direct source
information to the user. Efficient and intelligent output design improves the system’s relationship to help user decision-making.

The output form of an information system should accomplish one or more of the following objectives.
»  Convey information about past activities, current status or projections of the
*  Future.
«  Signal important events, opportunities, problems, or warnings.
«  Trigger an action.
»  Confirman action

5.3 DATA FLOW DIAGRAM

1. The DFD is also called as bubble chart. It is a simple graphical formalism that can be used to represent a system in terms
of input data to the system, various processing carried out on this data, and the output data is generated by this system.

2. The data flow diagram (DFD) is one of the most important modeling tools. It is used to model the system
components. These components are the system process, the data used by the process, an external entity thatinteracts with
the system and the information flows in the system.

3. DFD shows how the information moves through the system and how it is modified by a series of transformations. It is a
graphical technique that depicts information flow and the transformations that are applied as data moves from input to
output.

4. DFD is also known as bubble chart. A DFD may be used to represent a system at any level of abstraction. DFD may be
partitioned into levels that represent increasing information flow and functional detail.

UML DIAGRAMS
UML stands for Unified Modeling Language. UML is a standardized general-purpose modeling language in the field of object-
oriented software engineering. The standard is managed, and was created by, the Object Management Group.

The goal is for UML to become a common language for creating models of object oriented computer software. In its current form
UML is comprised of two major components: a Meta-model and a notation. In the future, some form of method or process may
also be added to; or associated with, UML.

The Unified Modeling Language is a standard language for specifying, Visualization, Constructing and documenting the artifacts
of software system, as well as for business modeling and other non-software systems.

The UML represents a collection of best engineering practices that have proven successful int he modeling of large and complex
systems.
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The UML is a very important part of developing objects oriented software and the software development process. The UML uses
mostly graphical notations to express the design of software projects.
GOALS:
The Primary goals in the design of the UML are as follows:
1. Provide users a ready-to-use, expressive visual modeling Language so that they can develop and exchange
meaningful models.
Provide extendibility and specialization mechanisms to extend the core concepts.
Be independent of particular programming languages and development process.
Provide a formal basis for understanding the modeling language.
Encourage the growth of OO tools market.
Support higher level development concepts such as collaborations, frameworks, patterns and components.
7. Intzgrate best practices.

ok~ wn

Fetal abnormalities system

Upload data

preview data
>

R L G A
i | ———
é/”/ System
=
Apply ml algorithms
predict fetal growth

SEQUENCE DIAGRAM:
A sequence diagram in Unified Modeling Language (UML) is a kind of interaction diagram that shows how processes operate
with one another and in what order. It is a construct of a Message Sequence Chart. Sequence diagrams are sometimes called event

diagrams, event scenarios, and timiag.giagrams:

1 : user ¢ollects data

B

2 : Upload data to system

3 : preview the data
4 : train data 1
i 5: fez\mﬂe extraction
: 6 : apply machm% learning algorithms
7 : predict fetal growth H

USE CASE DIAGRAM:

A use case diagram in the Unified Modeling Language (UML) is a type of behavioral diagram defined by and created from a
Use-case analysis. Its purpose is to present a graphical overview of the functionality provided by a system in terms of actors, their
goals (represented as use cases), and any dependencies between those use cases. The main purpose of a use case diagram is to
show what system functions are performed for which actor. Roles of the actors in the system can be depicted.

ACTIVITY DIAGRAM:
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Activity diagrams are graphical representations of workflows of stepwise activities and actions with support for choice, iteration
and concurrency. In the Unified Modeling Language, activity diagrams can be used to describe the business and operational step-
by-step workflows of components in a system. An activity diagram shows the overall flow of control.
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CHAPTER 6
MODULES

MODULES
> Data Collection Module
> Analysis Module
> Feature Extraction
> Predict Fetal Growth

6.1 Data Collection Module

These guidelines represent a desirable standard for thecollectionofdataonavailability following

immunization to allow for comparability of data, and are recommended as an addition to data collected for the specific
study  question and setting. The guidelines are not intended to guide the primary reporting of FGR to a surveillance
system or study monitor. Investigators developing a data collection tool based on these data collection guidelines also

need to refer to the criteria in the case definition, which are not repeated in these guidelines.

6.2 Analysis Module

In this module, we can analyse the fetal growth level and give patient feedbacks if it is life threatening or not.

6.3 Feature Extraction

This paper presents a method for feature extraction and classification of Fetal ~ Growth between
pregnancies based on learning machine Technique.

6.4 Predict Fetal Growth

In this Module, Normal fetal growth is a critical component of a healthy pregnancy and influences the long-term health of
the offspring. However, defining normal and abnormal fetal growth has been a long- standing challenge in clinical practice and
research.

An improved definition of abnormal fetal growth should benefit both research and clinical practice.

JSDR2305068| International Journal of Scientific Development and Research (IJSDR) www.ijsdr.org \ 493


http://www.ijsdr.org/

ISSN: 2455-2631 May 2023 IJSDR | Volume 8 Issue 5

CHAPTER 7
SYSTEM ARCHITECTURE
The system architectural design is the design process for identifying the subsystems making up the system and framework for

subsystem control and communication. The goal of the architectural design is to establish the overall structure of software
system.

USER
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L’ TEST
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CHAPTER 8

SYSTEM TESTING
The purpose of testing is to discover errors. Testing is the process of trying to discover every conceivable fault or weakness in a
work product. It provides a way to check the functionality of components, sub assemblies, assemblies and/or a finished product It
is the process of exercising software with the intent of ensuring that the Software system meets its requirements and user
expectations and does not fail in an unacceptable manner. There are various types of test. Each test type addresses a specific
testing requirement.

TYPES OF TESTS

Unit testing

Unit testing involves the design of test cases that validate that the internal program logic is functioning properly, and that program
inputs produce valid outputs. All decision branches and internal code flow should be validated. It is the testing of individual
software units of the application .it is done after the completion of an individual unit before integration. This is a structural
testing, that relies on knowledge of its construction and is invasive. Unit tests perform basic tests at component level and test a
specific business process, application, and/or system configuration. Unit tests ensure that each unique path of a business process
performs accurately to the documented specifications and contains clearly defined inputs and expected results.

Integration testing

Integration tests are designed to test integrated software components to determine if they actually run as one program. Testing is
event driven and is more concerned with the basic outcome of screens or fields. Integration tests demonstrate that although the
components were individually satisfaction, as shown by successfully unit testing, the combination of components is correct and
consistent. Integration testing is specifically aimed at exposing the problems that arise from the combination of components.
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Functional test
Functional tests provide systematic demonstrations that functions tested are available as specified by the business and technical
requirements, system documentation, and user manuals. Functional testing is centered on the following items:

Valid Input : identified classes of valid input must be accepted.

Invalid Input : identified classes of invalid

input must be rejected.

Functions . identified functions must be
exercised.
Output : identified classes of application

outputs must be exercised.

Systems/Procedures: interfacing systems or procedures must be invoked.

Organization and preparation of functional tests is focused on requirements, key functions, or special test cases. In addition,
systematic coverage pertaining to identify Business process flows; data fields, predefined processes, and successive processes
must be considered for testing. Before functional testing is complete, additional tests are identified and the effective value of
current tests is determined.

System Test

System testing ensures that the entire integrated software system meets requirements. It tests a configuration to ensure known and
predictable results. An example of system testing is the configuration oriented system integration test. System testing is based on
process descriptions and flows, emphasizing pre-driven process links and integration points.

White Box Testing
White Box Testing is a testing in which in which the software tester has knowledge of the inner workings, structure and language
of the software, or at least its purpose. It is purpose. It is used to test areas that cannot be reached from a black box level.

Black Box Testing

Black Box Testing is testing the software without any knowledge of the inner workings, structure or language of the module
being tested. Black box tests, as most other kinds of tests, must be written from a definitive source document, such as
specification or requirements document, such as specification or requirements document. It is a testing in which the software
under test is treated, as a black box .you cannot “see” into it. The test provides inputs and responds to outputs without considering
how the software works.

Unit Testing:
Unit testing is usually conducted as part of a combined code and unit test phase of the software lifecycle, although it is not
uncommon for coding and unit testing to be conducted as two distinct phases.

Test strategy and approach
Field testing will be performed manually and functional tests will be written in detail.

Test objectives
+  All field entries must work properly.
»  Pages must be activated from the identified link.
*  The entry screen, messages and responses must not be delayed.

Features to be tested
»  Verify that the entries are of the correct format
* No duplicate entries should be allowed
« All links should take the user to the correct page.

Integration Testing

Software integration testing is the incremental integration testing of two or more integrated software components on a single
platform to produce failures caused by interface defects.

The task of the integration test is to check that components or software applications, e.g. components in a software system or —
one step up — software applications at the company level — interact without error.
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Test Results: All the test cases mentioned above passed successfully. No defects encountered.

Acceptance Testing

User Acceptance Testing is a critical phase of any project and requires significant participation by the end user. It also ensures
that the system meets the functional requirements.

Test Results: All the test cases mentioned above passed successfully. No defects encountered.

REQUIREMENT ANALYSIS

Requirement analysis, also called requirement engineering, is the process of determining user expectations for a new modified
product. It encompasses the tasks that determine the need for analysing, documenting, validating and managing software or
system requirements. The requirements should be documentable, actionable, measurable, testable and traceable related to
identified business needs or opportunities and define to a level of detail, sufficient for system design.

FUNCTIONAL REQUIREMENTS

It is a technical specification requirement for the software products. It is the first step in the requirement analysis process which
lists the requirements of particular software systems including functional, performance and security requirements. The function of
the system depends mainly on the quality hardware used to run the software with given functionality.

Usability

It specifies how easy the system must be use. It is easy to ask queries in any format which is short or long, porter stemming
algorithm stimulates the desired response for user.

Robustness

It refers to a program that performs well not only under ordinary conditions but also under unusual conditions. It is the ability of
the user to cope with errors for irrelevant queries during execution.

Security

The state of providing protected access to resource is security. The system provides good security and unauthorized users cannot
access the system there by providing high security.

Reliability

It is the probability of how often the software fails. The measurement is often expressed in MTBF (Mean Time Between
Failures). The requirement is needed in order to ensure that the processes work correctly and completely without being aborted. It
can handle any load and survive and survive and even capable of working around any failure.

Compatibility

It is supported by version above all web browsers. Using any web servers like localhost makes the system real-time experience.
Flexibility

The flexibility of the project is provided in such a way that is has the ability to run on different environments being executed by
different users.

Safety

Safety is a measure taken to prevent trouble. Every query is processed in a secured manner without letting others to know one’s
personal information.

NON- FUNCTIONAL REQUIREMENTS

Portability

It is the usability of the same software in different environments. The project can be run in any operating system.

Performance

These requirements determine the resources required, time interval, throughput and everything that deals with the performance of
the system.

Accuracy

The result of the requesting query is very accurate and high speed of retrieving information. The degree of security provided by
the system is high and effective.

Maintainability

Project is simple as further updates can be easily done without affecting its stability. Maintainability basically defines that how
easy it is to maintain the system. It means that how easy it is to maintain the system, analyse, change and test the application.
Maintainability of this project is simple as further updates can be easily done without affecting its stability.

CHAPTER 9
CONCLUSION
Fetal Health denotes the health and growth of the fetal and frequent contacts in the uterus of the pregnant women during
pregnancy. Maximum pregnancy period complexities leads fetal to a severe difficulty which limits right growth that causes
deficiency or death. Harmless pregnancy period by predicting the risk levels before the occasion of difficulties boost right fetal
growth. This paper presented the various approaches and researches done so far for forecasting the fetal health and growth state
from a set of pre-classified patterns knowledge with its accuracy. Predication of fetal health is vital in developing a predictive
classifier model using Machine Learning Algorithms.
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Preparing the tools ! ;:;,.a- .A:m.. Labets I
We're going to use pandas, Matplotiib and NumPy for data analysis and manipulation. # resove Lobels

plt tick_parsms(labalbotton off )

m 1) e plt.title( Percent of Fatients by Fetal Mealth Status’);

Percant of PATents by Fetal HeARN St

# Regular £DA (exploratory dato nalysis) and plotting Libraries
import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

# we want our plots to appear inside the notebook
Smatplotlib inline

[EEEE RN

¥ Models from Scikit-Learn

from sklearn.linear_model import LogisticRegression 7 A

from sklearn.neighbors import KNeighborsClassifier !
from sklearn.ensemble import RandomForestClassifier

# Model Evaluations [3]: df.1nfe()

from sklearn.model_selection import train_test_split, cross_val_score «elass, “pantas, core, frame DutaFrase™s

from sklearn.model_selection import RandomizedSearchCV, GridSearchCW Bangeladex: 2126 wntries, 8 to 2135

from sklearn.metrics import confusion matrix, classification_report o Column Mon-Mull Count Diype

from sklearn.metrics Import precision score, recall score, f1_score

from sklearn.metrics import plot_roc_curve o buielivevalue e e

Bl o - x [ noyon x | +
Load Data G O tecamestsmsyn

G Gmsl @ VouTioe B Mies

In [2]: @f - pd.read_csv("Data/fetal_health/fetal_health.csv") = Jupyter fola-hoaith.data-axploration - A
df.shape a
Fle  E@ Ve Iwel  Col Kemel Wgeis Hep | |7
- =« [ x|+
W 38 B+ ¥ 208 ¢+ % PR B C W oo v @
[+] S n W C
PPN
L — F = tn df.infa()
<class ‘pandas.cors. frane DataFrase’s
MBS Ve e Ol e W e vl W30 e B gl
B4 5 20 44 PR BT R b v (= Oata colem (total 22 <olumnt):
& baseline_valve
1
4 2
3
s
6
Data Exploration (exploratory data analysis or EDA) ;
In (311 4. emsts 5 §_term_vaciability
B R e e R n
0 o " e " " 1
' " " L) " . n
1
s m " . " s =1
s .,. u e o . e
. o= 1 o . ™ ir
w
o » 22 ke =
‘ . 2
21 126 non-rull  intss
b oot dtypes: flostsa(d), int6a(is)

)
. e ot g, v W i ey e e b bt carass Nalignm, iy leet Sesht A —

. v o - " » ' : No null values!
s . ™ - " . ' :
. T =3 " R ' H In [10]: df,Lane().sum()
- A[19]: baseline valun [
Leraisons H
. i+ a— fetal movement L
D 2= x [ Noyerien x|+ o ‘ & fenal-health-data-exploration - . x| & projetfetal health - Jupyter Note X \ +
C O lockaons et T 3 o G (@ localhost:3888/notebooks/Documents fetal-health-data-explorationipynb
S L
G Gmail € YouTube BF Maps
= JUpYter letak-health-data-sxplarabon (mdsceres
R T e e — — Jupyter fetal-health-data-axploration (suosawed
B+ (K| @[B4 4 [FRAECH uiea v & Fie  Edl  View  Inset  Cell  Kemel  \Widgels  Heip
1 8 how many of 4ach class hare are "
et Toveton.count() CHENESE I 3;Rsur:m- C W wamsonn =
it x M emory ussge: 365.
P
3 am
Mame: fetal heslth, diypes Leted No null values!
in (8] ot
_beslea] valse_counts(1) In [18]: df.isnaC}.sum()
- L it out[18]: baseline value
3 s sccelerations
Hame: fetal_health, dtype; flostéd fetel_movement
wterine_contractions

, calor={"yellowgrees”, "gald", "Plredri

light_decelerations
severe_decslerstions
prolongued_decelerations
sbnormal_short_term_varisbility
wean_value_of_short_term_variability
percentage_of_time_with_abnoreal_long_term_varisbility
wean_value_of_long_term_varisbility
histogram_width
histogram_win
histogram_wax
histogram_number_of_peaks
histogram number_of zeross
s s histogram_mode

histogram_mean
alue_courts(1)"189) . ta_list{) histogram wedian
“Pathologic’) histogram varisnce

1_heaLth"] . valos_counts(1}-plot(king-"

beight - (2]
bars = { e

- np.arangs{len(bars) )

PP PP PP PRI NI RO R RO e

pox ; . histogram tendency
Flt.bar(y_pas, height, color. owgreen’,"gald”, "Flrebrick')) fetal health
stom Labels drype: inteé

Forizantaloligments cight ')
In [11]:  df.dtypes

Out[11]: baseline value intsd
accelerations loatsa
fetal_movement floatsd
uterine_contractisns floatsd
light_decelerations floatsa
severe_decelerations floatsd
prolongued_decelerations floatsd
abnoreal_short_term_variabilizy intsa
rean value of short term variabllity Floatsa
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[ & iebhesith-dats-suglorstion - X | A projet fatsl health - Jugyter Net: X | 4= [ & felheabh-damesiplostion - X | & projet fetal health - Jugyter Mot X ‘ +
(@] (0 localhost88 ocuments/fetal-health-data-exploration.ipynb (@] localhost:26 Documentsyfetal-health-data-exploration.ipynb
G Gmail D YouTube REF Maps G Gmail OB YouTube ¥ Maps
:Jupyter fetal-health-data-exploration  (zuosaved) :'Jupylel fetal-health-data-exploration  (scossves)
Fie  Edt View Inseit  Cell Kemel \vdgels  Help Fio Edt  View Insed  Cel  Kemel  Widgen  Hep
o 42 M 4 R B C R g v |
5 |+ % ® B[+ & rRn B C W |wtiom v |2 o 1o
W OU0 e DM M0 1M s IR
Descriptive Statistics 4] *baseline_value* ). hist(by=df[ “fetal_health'],
bins-np. aronge (100, 159, 12),
In [12]: df.describe() flgsize-(19,12));
out[12] baseline_value accelerations fetal_movement uterine_contractions light_decelerations se =
count 2126000000 2126000000 2126000000 2126 000000 2126 00000 o “
mean 133303857 0003178 0.008481 0.004386 0.001889 - =
std 840844 © 003365 0 D4BEES 0.002048 0002980 - w
min 10R000000 000000 0000000 0000000 0000000 x0 "
285% 126.000000 0.000000 0.000000 0.002000 0.000000 . =
50% 133 000000 © 002000 0 00DODO 0 002000 0000000 *
w
7% 140000000 B 00EDNO 0003000 0007000 0003000 -
max  160.000000 0015000 0451000 0.015000 0.015000 N 'EEEEEEE: ‘ ' EEEEREE
Erows = 22 columns
‘
" 3
In [13]: len(df[“histogram_variance™].value_counts(})
n
# Length tells us that there are 133 different values ™
out[13]: 133 L
o
In [18]: df["histogran_varisnce"].value_counts() F)
out[14]: 1 248 )
o 187 n
2 165 .
3 161 2 2 2 3 8 2
IR EEEEE:
a 108 g 283 % 3% 8 8 2
144 1 "
170 1 Fetal Health Statuses by Histogram Number of Zeroes
182 1
190 1 [18]: | Len(dfl "histogran_m eroes”].volue_counts(})
269 1 Quttial o
— T —— Fn . e 0| [ & fewl-health-daws-suploration - % | & projet fetal health - Jupyter Nete % ‘ -+
[ic! iocalhost stebooks/Dacuments/fetal haalth data exf oyt @] localhost:B888/notebooks/Documents/fetal-health-data-exploration.ipynb
S Gmai @ YouTube BF Maps G Gmail @8 YouTube BF Maps
— Jupyter fetal-health-data-exploration (sutossved) = Jupyter fetal-health-data-exploration (susssves)
Fle Edt  View Imei  Cel  Kemel Widgets  Hep Fie Eat  iew a1 Kemel  Wdgen  Hep
B 4+ ¥ OB 4 + PR B C ¥ vakiomn v = ERIEESECE IR N RN R P ——
144 1 »
170 1 ®
182 1 S p
199 1 8§ 3 8 3 % 38 8 8
69 1
Wame: histogram_variance, Lengthi 133, dtypes intes
Fetal Health Statuses by Histogram Number of Zeroes
More accelerations appears more likely to be associated with Normal FHS [18]: | 1en¢df[ "histogran_number_ 1.volue_counts())
astl1sl: 3
In [15]: | # Creste onoth @
Figure(F 3
KT {10, €) : | pa.crossean(ar. nistogran_nurper_of_zeroes, of.fetal nhealth)
atter with narmel examples
plt. scatter(df.baseling value[dF . Fetal_health. fenimeam 123
df .accelerations[df . fetal_health- ristogram_nuesber_ot_sroes
ce"yellougreen’) T e e
uspect examples
plt.scatter(df.baseline_value[df fetal health--2], oo o®
o .accelerations{of . fetal_health=s2], B o6 ow
c-"gold”)
3 B 2 3
# Scatter with pathologic exomples a4 1 10
plt.scatter(df.baseline_value[df.fetal_health--3], sz oo o
@f .accelerations [6f. fetal_health==3],
e~ firebelck®) 1o o1 0
s o o1 o0
# Add some hel
plt.title("Fet e R
plt.ylabel("Accelerations”)
plt.xlabel( eline FHR") :|# moke the crosstap more visuot
plt. Jegend([ » “Hespect pe-crosstab(df, prelengued_decelerstions, of . Fetal_heolth) plet(kind="ver",
figsize=(1a,
Fatal Health Status m funchion of Baseline FHA and Accelerations. irebrick=])
. o womal
- - # Add some commanicat
oo frovas plt.title(“Nunber of Patients witn 7 Zran musber of Zeroes*)
plt.xlabel{"4ictogran Tendency")
[ | & fetai-hesith-data-sxploration - | X | & projetfetal heath - JupyterNot- X | + p1E.ylabel (" snourt")
pIt. legend(["Wormal”, "Suspect”, "Pothologic™])
C @O localhostis ocuments/fetal-health-data-exploration.ipynb plt. Kticks(rotation-a);
Mumber of Patients with FHS per Histogram Numiber of Zeroes
G Gmail € YouTube BF Maps w00 [ =
| | Smgect
- r fetal -data- 0N isutossved)
~ Jupyter fetal-health-data-exploration  isusseves; D & fetshealthdatz-eiplorstion - X | & projetfetal health - Jupyter Nete % | +
Fie View s Cen  Kemel  Widge  Hep
C localhost:8888/natebooks/Documents fetal-heslth-data-exploration.ipynb
4[| s v pan B ] » lohimn V| [=
oours . - Mww G Gmail @B YouTube EF Maps
. . .
o01ss _:'jupylel fetal-health-data-exploration (suessves)
ooz Fie jew  lmsen Cen  Kemel  wegmm  vep
H * =+ [ | rEe B[R e v =
% oo . .e
H N R PIL LS YL
& ooors Lo L Number of Patients with FHS per Histogram Nuriber of Zeroes
. e 1600 { - Normai
a0 . . St
T wao | (S Suhkoge
00018 .-
. 1m0 |
woe| = ww .
W Eg = " 20 {
aseie 7t
®
fm=
Baseline FHR we |
i df.baseline_value.plot.hist(bins=np.arange(189,158,18), -
figsizes(5,5));
x|
ol LN - - -
m o1 C3 13 3 v
™ raency
i | # Haoke cresstab more visual

Froauency

E ¥ 2 8 58 8 ¥ 8

g

+ |dF[ "baseline_value ] hist(by
bi

o 120 1% Mo

B Mo Do

[*fetal_health'],
srange

(108,138, 18),

pd.cresstab(dF. fetal_heslth, df.prolengusd secelerstions) .plet (ki
Figsize-(18,5)

color

# ADD Some comeunication
F Fatien

s
plt.xticks(rotation=a);

ith FHS per Histogram Musbe

vellowgreen”,

af Teroes™)

Wumber of Patients with FHS per Histogram Number of Zeroes
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% of Time with Abnormal Long Term Variability
[ | & festheaith-das-erpionstion - X | & projetfetal health - Jupyter Note X | +
G 0O 88/notel

© YouTube B¥ Maps

/Documents/fetal-he

»-data-explorationpynb

G Gmail

 Jupyter fetal-health-data-exploration (sussves)

Fie Eot  View lnsen  Cel  Kemsl  Widgets  Hep

s+ [>x[2B|e[¢|pan m[c|m

Matdowm V|| =

% of Time with Abnormal Long Term Variability

+ | ¢f[ "percentage of_time with adnorwal_lon

=np.orange (0,110, 18),
figsize=(10,12));

n_Variapility’].hist(by-0f[ *fetal

}/note /Documents/fetal-health-data-exploration.ipynb C ® 8888/noteboo ts/fetal-health-data-explorationipynb
G Gmai @8 YouTube R¥ Maps G Gmail €3 YouTube B¥ Maps
_‘_,' Jupyter fetal-health-data-exploration (suicssves) _:' Jupyter fetal-health-data-exploration (suossves)
Fie  Et  View  Insen emel  Vidge  Hep Fie  Et  View lnsen  Cer  emel  Wicgmx el
B+ x| 2 B¢ & prun B|C|» | Mkiown v||= B+ |2 B e ¢ prn B C|»  pokdown v |=
e o1 raes win v pen et e e
s [Ep— A i
g ccelerations.
oon
w0 |
- m; In [25]:  @f['accelerations ' 1. hist(by=df[ ' fetal_health'],
_— s bing-np.arange(s,
- o003 (18,10));
1000 | 1 2
w0 { =0
§ oo |
i «l -
0
xo 50
o
20 00
0 {
. L Nom 10 »
T 7 H
At o 0
EEEEEEE EEERE
Prolongued Decelerations appears to vary by FHS
+ | 4#1 'prolongued_decelerations ' ].hist(by=df[‘fetal_bealth'), 3
bins=np.arange(8,0.8865,8.0005), [ o
™
1 2 o
100 ™
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100 S .
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L 10 |
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Corretation Matrix
Abnormal Short Term Variabllity
1n [23]: |dF] ‘abnornal_short_term_varisbility’].hist(by=of['fetal healtn'],
bins«np.arange(e,110,18),
figsize=(12,10));
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RS e
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c focalhost 125 et et dats .
G Cnal @ lae B o
= JUPYIEr fetal-health-Gats-exphoration (susersd

Tack e numatzes oty

, rataslgic Y

srectaton
i nw
suipec o
ratolegic a3

Seasect”, “PetNgle T, ot et tr

2 Jupyter Net: X | +

ooks/Documents/fetal-health-data-explorationipynb

* jupyter fetal-health-data-exploration (suismes)

Fie  Edt  View lmet  Cel  Kemel Widgets  Mep
g+ [x[2[B]|e[¢|[prn B[C|» mtdwm v|[=
TECIIL T e.346buySIL/LIELS,

s225233583555242,

: |test2 = pd.DateFrame(test)

1t |testa.r

procision  recall flseors  support

Normal 0085044 008102 0970328 333000000
Suspect 093000 0765825 0620628 64000000
Pathologic  0.800000 0.821034 015256  20.000000
accurscy QS4000 0245000 DS4E00E 0943008
macroavg 0916918 0802880 0903037 426003000
weighted avg 0944710 0943009 0944823 420002000

In [33]: |print(str(testz.T))

precision  recall fi-score  support
neraal e.ss1552 e.s7es2¢ 313.e20000
Suspect 2.765625

Pethologic e6c0e ©.53163¢

accuracy 2.946009

nacro 2.532850

weighted avg 2.525

test['macro ave'1[' A1
i 9.902026606182797

ore')

1n [61]: | # norsatized dots

F.Fit(_train_norm, y_train)
P = rf.predict(x_test_norm)
» ré.score(X_test_norn, y_test))
('F1:°, F1_score(y_test, y_preds_norw, aversge-'nacro’))
print(confusion_satrix(y_test, y_sreds_nors))

Accuracy: e.s43s613718309859
F1: 0.6922231224590541

{26 6 1]
[t 2]
(2 23]
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C @ locamostss
G Grai @ YouTube &P Maps

| woyerNer x| +

7 Jupyter fetal-health-dat

Fle  Ede

B + »

In [43]

In [428]:

View It Cel  Kemel  Wigets  Help
2B 4 % PRn B C B Makdown vl =
Trying SVM (Support Vector Machine) classifier
Not as good as RandomForest

from sklearn.svm isport SVC

svm_model_linear = SVC(kernel = ‘linear’, Cs1).fit(X_teain, y_train)
svm_predictions=sve_sodel_linear.predict(X_test)

print(“Accuracy:®, svm_model_linear.score(X_test
print('F1:°, f1_score(y_test, svm_predictions, &
print(confusion_matrix(y_test, svm_predictions))

test))
je="macro'))

Accuracy: 8.8732394366157183
F1: 0,7490966599048879
(316 15 2]

[23 3 7]

[ 2 s 20

Trying Naive Bayes Classifier

Not as good as RandomForest

from sklearn.naive_bayes import Gaussianhg
§nb = GaussianhB().Fit(X_train, y_train)
gnb_predictions = gnb.predict(X_test)

print(Accuracy: ’,gnb.score(X_test, y_test))
print('F1:", £1_score(y_test, gnb_predictions, ave

R & macro'))
print(confusion_matrix(y_test, gnb_predictions))

G O loahes

G Gmal @ YouTube B Maps

s SppecNon x |+

fetal-health-cata-

: jupyter fetal-health-dat

Fie £t
8 + »
In (48

In [45

D & plo

View  Inset  Cell Kemel  Widgels  Help
QA B 4+ ¥ PRn B C W Maddown v =

Trying Naive Bayes Classifier
Not as good as RandomForest

J: from sklearn.naive bayes import Gaussianhs
gnb = GaussianNB().fit(X_train, y_train)
gnb_predictions = gnb.predict(X_test)

print(‘Accuracy:’,gnb.score(X_test, y_test))
print(‘F1:", €1_score(y_test, gnb_predictions, averages'macro’))
print(confusion_matrix(y_test, gnb_predictions))

Accuracy: 9.8028169014084507
F1: 6.6908934076900689

(266 48 19)
[ 557 2]
{2 8 19])

Trying Schotastic Gradient Descent (SGD)
Not as good as RandomForest

]: from sklearn.linear_model import SGDClassifier

# Fit Modet

SGDC1F = SGDClassifier(max_iter = 602,
tolsle-3,
alphas19*+-5,
randos_statesRANDOM_STATE)

# Normal (zed Dato

C @ locathost

G Gmail €8 YouTube B¥ Maps

x (& JupyterNote X | 4

8888/notebooks/Documents/fetal- health-data-exploration.ipynb

: Jupyter fetal-health-data-exploration (autcsaves)

File

+

Edit  View Inset  Cell Kemel Wiagets Help

< @ B 4 ¥ (PR B C W |Makdown v |2

print('NORMALIZED")
print('Accuracy:’', SGDC1f.score(X_test_norm, y_test))
print('Fl1:', f1_score(y_test, y_preds, average='macro'))
print(confusion_matrix(y_test, y_preds))

# Standardized Data

print()

print(*STANDARDIZED')

SGDCIF.fit(X_train_stand, y_train)

y_preds = SGDC1f.predict(X_test_stand)
print(‘Accuracy: ', SGDC1f.score(X_test_stand, y_test))
print('F1:', f1_score(y_test, y_preds, average='macro'))
print(confusion_matrix(y_test, y preds))

NORMALIZED
Accuracy: ©.8427230046948356
F1: 0.7617089844306033

(281 45 7]
[ 5 56 3]
[ 2 5 22])
STANDARDIZED

Accuracy: 0.8568075117370892
F1: 0.7340141424366639

[[305 23 5]

[19 39 6]

[ 1 7 21]]

Trying Logistic Regression and KNN

Not as good as Random Forest
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O @ reaheshasaemionon . X | @ projet fetal heath - pyteron X | 4 0 | & feukheat o x | & JupyterNet % | +
C ) localhost 5558 books/Documents/Tetal-health-data-exploratios C (@ localhost otebooks/Documents/fetal-health-data-exploration.ipynb
G Gmeil @ YouTube ¥ Maps G Gmai @ VouTube B Maps
~ Jupyter fetal-health-data-exploration (sstosaved - 7
~ Jupy P saved) ~ jupyter fetal-health-dat
File Edn View Insert Cet Kemel Widgets Help
Fle Edt  View Inset Col Kemel Widgets  Help
B+ > 2 B+ ¢ PR B C W i ~v @
(19 3% 6 B+ % @ B 4 | PRn B C W Makdown v =
L% 7 Look at other metrics for RandomForest
Trying Logistic Regression and KNN In [36]: from sklearn.metrics mport accuracy_score, precision_score, recall score, f1_score
Not as good as Random Forest rf.Fit(X_train, y_train)
In [46]: # Put models tn @ dictionony # Make some predictions
models = {"togistic Regression™: LogisticRegression(max_iter = 10009), y_preds - rf.predict(X_test)
BN KNeighborsClassifier(),
“Randow Forest”: RandomForestClassifier()) # Evaluate the classifier
print("Classifier metrics on the test set”)
e a function to fit and score models print(f"Accuracy: {accuracy_score(y_test, y_preds)*1ee:.2f}%")
.and_score(models, X_train, X_test, y train, y _test): print(f"Precision: {precision_score(y_test, y_preds, average-'macro')}")
5 e " nine 1 ol print(f Recall: {recall_score(y_test, y_preds, average-'macro’)}")
and evaluates glven machine learning models D el
a dict of different Scikit-Learn machine learning sodels PRADH(IREAY S score(yisesty (Yanteds, Svereges meontilic)
SIS 0 0 Jekate) Classifier metrics on the test set
testing dats (no labels) Accuracy: 95.@:
training labels Annidl
Ajragiion o Precision: ©.9197795373389225
Recall: 8.9932971549135342
# Moke a dictionary to Reep model scores F1: 0.9194312432046638
nodel_scores ~ {}
?f:é;'f::;f;:‘n;,ﬂ( In [136]: from joblib import dump, load
. iy SRR dump(rf, filename="baseline.joblib")
# Fit the model to the data fiia: T 3
nodel, Fit(X_train, y_train) Out[136]: [‘baseline.joblib’]
# Moke predictions
y_preds - model.predict(X_test)
# Evalugte the model ond append its score to model_scores Hyperparameter tuning
model_scores[name] « model.score(X_test, y_test)
nodel_scores_f1[name] - f1_score(y_test, y_preds, average-'macro’) N
return sodel_scores, model_scores_f1 In [51]: # Let's tune KNV
0] & roremnomopomen . x [ RN train_scares = []
test_scores = []
G G @ e @ Ve # Create o List of different values for n_neighbors
~Jupyter fetal-health-data-exploration  imtosessd) A e 0| @ tewnam x |8 x|+
T L& Ver best G Kens  Wapn ek Pyben3 O c acamost e nt
B 4> a8+ phm B CH wmme - = G Gret @ Youlite & Mg
["LORISTIC Magression’: 0.UIGELITIONGSS, '\ §.UTIIIMIGEISTIA, “Aandom FOrest' | B MESRNRSTIIANS) t
[FLogIetic Rogracsion:: 6. M1EIARIBASIS, "TR": &.THIITISTEMS], “Sncon Forest - ©.SIINSIIIII) ' Jupyter fetak-health-data-exploration (suoseved) a |
Fle ES Vi et Cl  Kame  Vidgeh  Hep NeTnates | Pyh
B 4% 28 4 ¢ PR BC W W v @
[ —— 2 e e e
N now (0.9009411 764705880, 0.4 155100061002
a1 |wwtel_compare oFrmme(a0de_scores, Intens("securacy”])
wade] compare.T.plot. bur tn [$3] Lplot(neighbors, train_scores, label-"Traln scoee”)
1t.plot(neighbors, test_scores, ladel-"Test score’);
range(1, 21, 1))
i of helghbors”)
PRANE(FNaximm K Score 0N the test Gata; {eax(test_scores)*100:. 24)%°);
Teximum KNN score on the test data: 89.67%
ain Scores vs st Scores
Ll | e d
— raw
am |
ase |
gose]
H
ans |
an]
(-3 x o ™~
et SRR RETTYRLITIILIL]
— Jupyter fetak-health-data-exploration (ausaved) A
o Em bot  Col Kamel  Wapen  Hew e P y tuning with cv
B+ 220 4 Phn BC W vareen v @ We're gomg 10 tune
1, £ Dataé 1, 1, Inde I
sl e s e B B & ‘whermndmrepiomon- x| M praeteahesth < hpperNen x|
- c 10CHMOs 8858/ notebooks/Documents/Tetal- health-data- explorstionipyn
G Gral @ YoTuee & Maps
 Jupyter fetal-health-data-exploration (autosaved)
Fla  Edt  Vew men Cel  Keme  Wedgen Hep ot
B + % 2B 4% PRn B C W o v =
1 |
TI345¢)iinnnnnbuDBES
g i ] mar ot sty
i i
4 Hyperparameter tuning with RandomizedSearchCV
In [73): # Sove our baseline fundow Forest model We've oo 10 here:
from joblis * LogsticRegression()
o (s, ne. fobl 14", . 0. using
1n [138]: # toad our baselne Aondom Forest mide
#rf = Lod(f i Lemame="Dased ine, Jobt b 1n (58 v Logistichegress fon

Look at other metrics for RandomForest

n (5010 from sklesen.metrics laport accuracy_score, sreciston_score, recall_scors, f1_score

Now weve

000, 50),

N

o],
range(2,
ange(1, 20,

.
np.ar

Qo1 hyperparameter grids setup for each of our models. kef's tune e using RandomizedSearchCy.

gistichegression

# Setup random hyperparameter search for LogisticRegression
r3_log_reg « RandomizedSearchCV(LogisticRegression(),
paras_istributions-log_reg grid,
cvas,
n_fter-28,
scoring-"f1_macro’,
verbose-True)

# Fit rom

dos hyperporameter search model for Logistichegression
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X e e X | 0| e ol x | - MpyterNot X | +
c scanet . c

0 v

~ Jupyter fotakhoaith-data-oxploration (ssssaves A . S Gl 90 e Mope

Fle Edt  View Insen  Cell  Kemel Hep

B 4+ % 2B 44 PRN B C W i v =

Load Models and Evaluate!

ing 100 1

backens Sequestiaiackens VIth 1 concurrent warkees.
100 out of 100 | elapsed: 353 flnished

[Paralied(s_fobset) ]
[Poraliel(s_jobsat}]: Den

# These fi previous
trained_baseline macro - load(filename
trained_baseline « load(filename.'trai

Aandort sedtearchCyc

36550004-04, 695192706484, 183200070081,

baseline_rf ~ load(filenase~'baseline_r
~f_f1_macro « load(filenase«'rf_f1_macro

In [75]: from sklearn.metrics import ccuracy_score, precision_score, recall_score, £1_score
from sklearn.metrics import plot_confusion_satrix

def evaluate_model(wodel, name, X_test, y_test)

rs_log_reg.score(x_t « model.predict(X_test)

0. 781500038902132

St e & e scere
r metrics on the test set”)
{accuracy_score(y_test, y_preds)*100:.2f}%")
{precision_score(y_test, y_preds, average-None))")
{recall_score(y_test, y_preds, average-Nome)}")
“F1: {f1_score(y_test, y_preds, average-None))")

Now we've tuned LogstcRegressiond), 175 00 fhe same for RancomForesiClassiter()

0 @ earemduapoman  x @ prajefetsl haath - hopter Non X | +

y_score(y_test, y_preds)*100:.2f)X
acro Pr {precision_score(y_test, y_preds, average-'macro’)}")
Macro Recall: {recall_score(y_test, y_preds, avery n

c locamost " !

G Grel @ YouTwe &P Maps acro {f1_score(y_test, y_preds, average-
~ Jupyter fetal-health-data-exploration (susssved) plot_confusion_matrix(model, X_test, y_test)
Fls EM  View et Col  Kems ds  Hep
B + > Q0 4 ¢ rAn B CIH» mmwm v =

NELT Vrecision: {precision_score(y_test, y_preas, average-wone); ) | —
nt(f"Recall: (recall_score(y_test, y_preds, average-None))") 0 & tes . < B
peint(7F1: (£1_score(y_test, y_preds, average-None)})
c localhost 8288/not ents/fetal-heait
G Gmai @ YouTuoe ¥
T cro')}") :
all: (recall_scorely_te: _preds, "I fetal-health-data-exploration (auesaved)
{f1_score(y_test, y_preds, average.

Classifier metrics on the test set Fils Vies set  Cel  Koms Widgets  Help
Accuracy; 95.07% - — =
Preciston: [9.96470588 9.89473684 0.99655172) S 4+ » 28 (4% PRin BC » n v =
Recall: [0.08408498 €.706875  ©.89655172]
F1i [0,97473997 ©.84297521 0.89655172) Trained Baseline Macro
Classifier metrics on the test set

fon: 0.9136648161987119 Classifier setrics on the test set

0.892803903840972 Accuracy: 95.31%
7536336772731 Precision: [9.96470588 0.91071429 0.9
Recall: [0.98498498 0.796875 ©.93103448)
1 dunpi(gs._+f, Filename-"rf_f1_nacro. Joblit F1: (0.97473997 0.85 9.91525424)
Classifler metrics on the test set

["rf_f1_macro. Joblib’] Macro Precision: ©.9251400560228089

Macro Recall: 8.9942981559145352

confusion_matrix Macro Fi: 0.9133314025234845

est, y_test)

[67): from sklearn.metrics import plo
plot_confusion matrix(gs_rf, X_

t[67]1 caklearn,setrics. plot.confusion matrix.ConfusionmatrixDisplay at 9x2292cbisbed>

Trained Saseline

. e Classifler metrics on the test set
e Accuracy: 95.54%
Precision: [0.96755162 0.9122887 9.9 1
00 [0.98408408 0.8125 ©.91103448)
3 : [0.97619948 9.85950413 9.91525424]
%0 Classifier metrics on the test set
Macro Precision: ©.9265107747244217

@ | @ fewakhealth-data-explorstion - | X | & projet fetal health - JupyterNotr X | -+ Macro Recall: 0.0995064802473685
Macro F1: 8.9169829485700856

Tue lotes

C D localhost: ocuments/fetal-health-data-exp
© YouTuce BY Maps Baseline RF
s Jupyter fetal-health-data-exploration (autosaved) Classifier metrics on the test set
s Accuracy: 95.31%

96735005 0.88333333 0.93103448)
{ 7838 ©.828125 3828)

Fi: [0.97313433 0.85483871 0.93103448)
Classifier metrics on the test set

Macro Pracision: 0.9272422888456858

File Edit View Cell Kemel

B+ x @2 B 4 ¥ PRin B C H»

3 2 —
_ I M) & feshesitnodatssploration - X | A projet fetal health - lupyter Nete % | -+
1 3 X "

C localhost 2 ooks/Documents,

G Gmail € YouTube B Maps

2
Predicted label

In [68]: print(classification_report(y_test, y preds)) ey g
— Jupyter fetal-health-data-exploration (autosaved)
precision  recall fl-score support 3

File Edit View Insert Cell Kemel Widgets Help

1 9.96 0.98 0.97 333
2 .89 0.80 0.84 64
3 2.90 2.98 @.90 29 B+ % @ B 4 ¥ PRin B C W Markdown v o=
Baseline RF
accuracy .95 426
macro avg 9.92 0.89 .08 426 Classifier metrics on the test set
weighted avg 0.95 @.95 .95 426 Accuracy: 95.31%
Precision: [0.96735085 0.88333333 ©.93103448]
Recall: [0.97807808 .828125 0.03103443)
T 7 W [ F1: [0.97313433 ©.85483871 0.93103448
= = Classifier metrics on the test set
{'Logistic Regression': ©.800161491045155, Macro Precision: 0.9272422888456858
NN : ©.7743627706783492, Macro Recall: 8.9127128205791998
‘Random Forest’: ©.0830795378393221} Macro Fi: 8.919669173508083

In [70]: rf.fit(X_train, y_train)

y_preds - rf.predict(X_test) RF F1 Macro
print(‘Accuracy:®, rf.score(X_test, y_test))
print(‘F £ , f1_scare(y_test, y_pr'e::, average='macra’)) Classifier metrics on the test set
print(confusion_matrix(y_test, y_preds)) Accuracy: 95.31%
Precision: [8.96470588 ©.91071429 0.9 1
. o
‘:;f";ag‘;1‘;;?;?:;’:;;‘2““ Recall: [8.08408498 8.706875 ©.03103448)
2 s F1: [0.07473997 ©.85 0.91525424]
f1e 52 2] Classifier metrics on the test set
{11 am Macro Precision: ©.9251400560224089
t Macro Recall: ©.9042081550145352

Macro F1: 8.9133314025234845

SDD

20
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[ | & femthealthdats-expioration - X projet fetal health - Jupyter Net. X | +

Jupyter fetal-health-data-exploration (suosaves

5+

projet fetal health - Jupyter Not. X | +

Jupyter fetal-health-data-exploration (autosaved

5+ %@ 0 4 ¢ PRN|B C P ekdom v @

The ‘Baseline RF' model looks to ba the highest-performing model. While all the models are prefty
couple more comect predictions for Suspect (2.0) patients even though it oses a couple comect pr
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