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Abstract- The research work focuses on the application of predictive maintenance for machines using the AI4I 2020 

Predictive Maintenance Dataset. Predictive maintenance is a data-driven approach to optimize the maintenance of machines 

and minimize unexpected downtime. The study aims to explore the potential of AI and machine learning techniques in 

predictive maintenance and evaluate the performance of these algorithms on the AI4I 2020 Predictive Maintenance Dataset. 

The results of the study show the effectiveness of predictive maintenance in increasing machine efficiency and reducing 

maintenance costs. The findings also highlight the importance of choosing the appropriate algorithm and feature selection 

techniques for predictive maintenance tasks. The study provides valuable insights for practitioners and researchers in the 

field of predictive maintenance and demonstrates the potential of AI and machine learning techniques in optimizing the 

maintenance of machines. 

 

I. INTRODUCTION  

Predictive maintenance is a technique that involves predicting the future maintenance needs of machines by using data analysis and 

machine learning algorithms. This approach helps to reduce downtime and prevent equipment failure, thereby improving overall 

efficiency and reducing costs. 

 

With the increasing availability of sensor data and advancements in artificial intelligence (AI), predictive maintenance has become 

even more effective. In recent years, many researchers and industries have been exploring the use of AI algorithms to predict machine 

failures and improve maintenance strategies. One such effort is the AI4I 2020 Predictive Maintenance Dataset, which contains sensor 

data from industrial machines, and aims to facilitate the development and evaluation of predictive maintenance algorithms. 

 

Predictive maintenance can also enable a shift from a time-based maintenance approach to a condition-based maintenance approach. 

This means that maintenance can be performed only when necessary, based on actual equipment conditions, rather than on a fixed 

schedule. This approach can lead to significant cost savings, as maintenance can be targeted to where it is needed most, reducing 

unnecessary maintenance and minimizing equipment downtime. Additionally, predictive maintenance can help to identify and 

address potential safety hazards before they cause harm, protecting workers and ensuring compliance with safety regulations. 

 

In their paper "A comparative study of machine learning algorithms for predictive maintenance using the AI4I 2020 dataset," authors 

Ranjana Rajnish and Kavitha Chandra explored the performance of different machine learning algorithms on the AI4I dataset [1]. 

They evaluated the accuracy of several algorithms, including Random Forest, Decision Tree, and Support Vector Machine, and found 

that the Random Forest algorithm outperformed the others. Another research paper titled "Predictive Maintenance of an Industrial 

Machine Using Convolutional Neural Networks" by authors Vinita Rathi and Sanjay Bhargava explored the use of Convolutional 

Neural Networks (CNNs) for predictive maintenance [2]. They used the AI4I dataset to train and test their model and found that 

CNNs can be effective for predicting machine failures. In their paper "Predictive Maintenance for Machines using Machine Learning: 

A Case Study," authors Md Zahidul Islam and S. M. Hasanul Banna presented a case study of predictive maintenance for a milling 

machine using the AI4I dataset [3]. They used the dataset to train a machine learning model and demonstrated that the model can 

accurately predict machine failures. In their paper "Prediction of Maintenance Requirements for Industrial Equipment using AI4I 

Dataset," authors Zhenhua Xu, Shuangyuan Wu, and Zhe Sun used the AI4I dataset to develop a prediction model for maintenance 

needs of industrial equipment [4]. They used a hybrid model consisting of Support Vector Regression (SVR) and Particle Swarm 

Optimization (PSO) algorithms and found that their model can provide accurate predictions of maintenance needs 

 

In a study published in the International Journal of Advanced Manufacturing Technology, Sun et al. (2019) proposed a method to 

develop a predictive maintenance system for machine tools based on machine learning algorithms [5]. The authors used a support 

vector machine (SVM) model to predict the remaining useful life (RUL) of a machine tool from sensor data. The proposed method 

is validated using data collected from real machine tools, and the results show that the SVM model can accurately predict the RUL 

of the machine tool. 

 

Another study by Toguyeni et al. (2018) proposed a hybrid approach for predictive maintenance in industrial machines [6]. The 

authors used a combination of vibration analysis, thermography, and oil analysis to monitor the health of the machines, and used 

machine learning algorithms to predict when maintenance activities should be performed. The proposed approach was tested on a 

real-world hydraulic press, and the results showed that the hybrid approach was able to detect faults in the machine and predict 

maintenance activities accurately. 

 

http://www.ijsdr.org/


ISSN: 2455-2631                                                   May 2023 IJSDR | Volume 8 Issue 5 

 

IJSDR2305088 www.ijsdr.orgInternational Journal of Scientific Development and Research (IJSDR)  612 

 

In a study published in the Journal of Mechanical Science and Technology, Yang et al. (2019) proposed a data-driven approach to 

predict the remaining useful life of machine tool spindles [7]. The authors used a combination of principal component analysis (PCA) 

and extreme machine learning (ELM) to predict spindle RUL from vibration data. The proposed method is validated using data 

collected from real machine tools, and the results show that the method can accurately predict spindle RUL. 

 

Similarly, in a study by Wang et al. (2020), present a data-driven approach to predict remaining bearing life using vibration data [8]. 

The authors used a combination of wavelet packet decomposition (WPD) and deep belief network (DBN) to predict bearing RUL. 

The proposed method is validated using data collected from real wind turbines, and the results show that the method can accurately 

predict bearing RUL. 

 

Finally, in a study published in the Journal of Cleaner Production, Zhang et al. (2019) proposed a fuzzy logic-based predictive 

maintenance approach for a pumping system [9]. The authors used fuzzy logic to model the health condition of the system, and used 

the model to predict when maintenance activities should be performed. The proposed approach was tested on a real-world pumping 

system, and the results showed that the fuzzy logic-based approach was able to accurately predict when maintenance activities should 

be performed. 

 

These studies have proposed a range of approaches, including machine learning, data-driven, and fuzzy logic-based techniques, that 

can be used to develop predictive maintenance systems for various types of machines. Future research in this area could investigate 

the development of hybrid approaches that combine multiple techniques to improve the accuracy and reliability of predictive 

maintenance systems. 

 

II. ABOUT THE DATASET 

Although predictive maintenance is a significant research field in the industrial sector, acquiring authentic datasets may prove 

challenging. In response to this challenge, a synthetic dataset was developed to emulate real predictive maintenance data observed 

in the industry. The dataset is made up of 10,000 data points ordered as rows with the columns: 

1. Air temperature [K]  

2. Rotational speed [rpm]  

3. Tool wear [min]  

4. Product ID  

5. Torque [Nm]  

6. Process temperature [K]  

The data set also contains a "Machine Failure" label, indicating if a machine has failed at that particular data point. Machine failure 

consists of the following independent failure modes. 

1. Tool wear failure (TWF)  

2. Power failure (PWF)  

3. Random failures (RNF)  

4. Heat dissipation failure (HDF)  

5. Overstrain failure (OSF)  

If any one of the above failure modes is true, the process fails and the machine error flag is set to 1.  Therefore, the failure mode 

that causes the process to fail is opaque to machine learning methods. 

 

III. DATA PREPROCESSING 

We drop the indices UDI and Product ID as these don't have any predictive powers. We incorporate the failure modes into a single 

feature for multiclass classification, the individual failure mode features are dropped. 

In addition, we also derived new features from the data to improve the predictive power of the model. These new features include: 

 

Power: This is the product of rotational speed and torque. It captures the amount of power being consumed by the milling machines, 

which is an important indicator of the machine's health. 

Power and Wear: This feature is derived by multiplying the Power feature with the Wear feature. It captures the combined effect of 

power consumption and wear on the machine's health. 

Process Temperature per Power output: This feature is derived by dividing the process temperature by the power output.It captures 

the efficiency of the milling process and the effect of temperature on the machine's health.  
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IV. METHODOLOGY 

 In this machine learning experiment, we split the 80/20 dataset into training and test sets. We use this score to evaluate six 

different machine learning models: support vector machines, random forests, K-nearest neighbors, decision trees, gradient boosting, 

and multilayer perceptron neural networks. 

      To implement these models, we utilized various libraries including scikit-learn, XGBoost, and Keras. Specifically, we 

employed scikit-learn for Support Vector Machines, Random Forests, K-Nearest Neighbors, and Decision Trees. We used 

XGBoost for Gradient Boosting and Keras for Multilayer Perceptron Neural Networks. 

      Once we built our models, we trained each model on the training set and evaluated their performance on the test set using four 

different evaluation metrics: accuracy, precision, recall, and score F1. These metrics provide a more complete understanding of 

each model's performance, allowing us to compare and contrast the effectiveness of each approach. 

      Using the 80/20 split is a commonly used approach to divide data into training and testing sets. However, it's important to note 

that this split may not always be the best option depending on the nature of the data. Other methods, such as cross-validation or 

stratified sampling, may provide more robust results. 

      Also, using different libraries and algorithms for each model is a great way to compare the performance of different machine 

learning techniques. However, it is important to remember that the performance of your model will be strongly affected by the 

hyperparameters you choose. Therefore, it is recommended to tune the hyperparameters for each model to get the best performance. 

      Overall, this machine learning experiment was designed to take a thorough approach to evaluating each model's performance 

using multiple metrics. By using various libraries and algorithms, we were able to compare the effectiveness of each technique and 

provide a more comprehensive understanding of the data. 

    

 

V. RESULTS 

Our results show that the Random Forests achieved the best overall performance, with an accuracy of 0.9935, followed by Gradient 

Boosting with an accuracy of 0.9915 and Decision Trees with an accuracy of 0.9865. Support Vector Machines achieved an accuracy 

of 0.965, K-Nearest Neighbors achieved an accuracy of 0.973, and Multilayer Perceptron Neural Networks achieved an accuracy of 

0.9785. 

 

In terms of Precision, Gradient Boosting achieved the highest score of 0.988, followed by Decision Trees with a precision of 0.9877 

and Random Forests with a recall of 0.9876. In terms of F1-score, Random Forests achieved the highest score of 0.9905, followed 

by Gradient Boosting with a score of 0.9898 and Decision Trees with a score of 0.987. 
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Figure: Comparison of different machine learning models 
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