
ISSN: 2455-2631                                                   May 2023 IJSDR | Volume 8 Issue 5 
 

IJSDR2305247 www.ijsdr.orgInternational Journal of Scientific Development and Research (IJSDR)  1564 

 

SHAPING FUTURE AUTISM 
 

1Anam Jalal, 2Anjala Fathimma Nazeer, 3Anjana Mariyan, 4Arathi Prakash, 5Nasreen Ali A 
 

1,2,3,4B. Tech Scholar, 5Assistant professor 

Department of Computer Science and Engineering, 

Ilahia College of Engineering and Technology, Muvattupuzha, India. 

 

Abstract- A neurodevelopmental condition known as autism spectrum disorder can make a person exhibit repetitive 

behaviour and lack of social contact. It must be diagnosed and treated at an early stage; otherwise it may adversely affect the 

life of that individual. However, ASD affected individuals will be of different age group, we are aimed to focus mainly on 

children affected with ASD of age group 5-16. The main challenges faced by autism affected children(individuals) are, they 

may lack in speaking and listening skills, also difficulty in understanding facial expressions meaning, not having good 

concentration skills, and many minute problems are accompanying ASD affected individuals(children). As a result, the goal 

of this initiative is to serve as a link between ASD affected children and their guardians. The technology offers two options 

1) improving the speaking skills through reading and 2) improves concentration through making them listen to. Core aim of 

our system is to provide treatment to the affected child, but through our system we also offer detection of autism by using 

training data set. Algorithm used to achieve the system is Efficient Net B3 

 

Index Terms—neurodevelopmental, diagnosed, expression, interact. 

  

INTRODUCTION 

Speaking and listening skill is arguably essential to human interaction and has been around since the dawn of human civilization. It is 

the medium people use to express themselves and communicate to understand their thoughts about the real world. Unfortunately, in 

our rapidly changing society, the autism affected people are usually forgotten and left behind. They have trouble arguing their ideas, 

voicing their opinions, and expressing themselves to people who are different from them. So, the communication gap has been widened 

between the ASD affected and non affected ones. Here comes theuse of our system “Shaping future autism”. “Shaping future autism” 

is a web application we are designing aimed to improve the speaking a For working out this system we took a base paper for reference 

called”. "An Immersive Human-Robot Interactive Game Framework Based on Deep Learning for Kids' Concentration Training" If 

you require any further clarification or details about this paper, please let me know. To summarize, the paper presents an immersive 

human-robot interactive game framework that employs deep learning for children's concentration training. The framework comprises 

four functional modules: video data gathering, image recognition modelling, YOLOV5 deep learning method, and information 

feedback. The aim is to address challenges such as the shortage of qualified teachers, low effectiveness in concentration training, and 

lack of attention during training processes by creating interactive games based on gesture recognition.. First, they employed the 

YOLOv5 method to construct a gesture detection model that contained 10,000 images of kid- related gestures. The recognition 

training's typical accuracy was 98.7.But in this paper we have found many disadvantages so that we prepare our system. In the paper 

it is seen that the main focus of the paper is to identifying the gestureby using HRI game experiment and only aim to improve the 

concentration training of the affected children. But through oursystem we not only aim to detect and improve concentration training 

but also provide different training to improve thecharacter development of children. First part of our systemis detection of ASD 

affected children this is done by using training dataset of the existing base  paper. After this phaseof detection we provide training 

for the affected children. In this training phase we are improving the speaking skills of the children through improving their reading 

skills this is done by making them read a paragraph or more in our application soby that the children with the disability can improve 

their skillsby continuous reading. Also through our system we provide listening skills so by improving the listening skill of a childit 

can in turn improve the concentration. 

 

RELATED WORKS 

In [1],According to Fengkai Ke, and Donna M Rizo, “Analysis of Autism Spectrum Disorders' Classification and Biomarkers Utilising 

deep learning to achieve accurate disease classification is now common practise and is based on the "Recurrent Attention Model." It 

is challenging for clinicians to believe their diagnosis outcomes and to derive more valuable information from these models due to their 

opaque learning and diagnosing mechanisms. The article proposes a classification system for Autism Spectrum Disorders (ASD) using 

brain structural magnetic resonance imaging (SMRI) data from individuals with autism, utilizing a Recurrent Attention Model.In 

[2],According to Yu Han, and John P Hanley,” Using machine learning to identify neuroanatomical and behavioural characteristics for the 

diagnosis of autism spectrum disorder in children,” The article suggests using brain structural magnetic resonance imaging (SMRI) data to 

create a classification system for Autism Spectrum Disorders (ASD) through the use of a Recurrent Attention Model. The goal is to identify 

neuroanatomical and behavioral features that can aid in the diagnosis of ASD in children. The current diagnostic process is complex, and the 

development of ASD-associated biomarkers and features can help automate diagnostics and create predictive models. The study utilizes 

the conjunctive clause evolutionary algorithm (CCEA) to select significant features that distinguish individuals with and without ASD, 

even when working with datasets that have a small number of samples with a large number of feature measurements. The findings 

suggest that machine learning tools can improve diagnostic and predictive models for ASD. In [3],According to Barbara Szymona, 

Anthropomorphic and zoomorphic robot experimentation standards and types. Examining the Research," The article proposes the use 

of brain structural magnetic resonance imaging (SMRI) data and a Recurrent Attention Model to develop a classification system for 

Autism Spectrum Disorders (ASD) in children. This can aid in automating diagnostics and creating predictive models, as the current 
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diagnostic process is complex. The study utilizes the conjunctive clause evolutionary algorithm (CCEA) to select significant features 

that distinguish individuals with and without ASD, even when working with small datasets. The findings suggest that machine learning 

tools can improve diagnostic and predictive models for ASD. Additionally, behavioural training using computer technology can 

enhance attention training techniques and reduce human influence in the training process. The Attention Continuity Performance 

Test (CPT) measures children's constant attention, while visual task training includes instruction reception, gaze, visual tracking, 

visual search, and visual memory. The vision-based approach of focus training incorporates situational dialogue and emotional 

expression in one-on-one or many-to-one interactions.In [4]According to Saied Nahavandi, “To improve the diagnostic and 

predictive models for Autism Spectrum Disorder (ASD) in children, the article suggests using brain SMRI data and a Recurrent 

Attention Model with the help of machine learning tools. The study uses CCEA to identify significant features that distinguish 

individuals with and without ASD, even with small datasets. Computer-based behavioural training can also enhance attention training 

techniques and reduce human influence in the training process. Currently, the diagnostic process for ASD involves lengthy 

evaluations at specific clinical offices, leading to long waitlists and delays in diagnosis of up to 13 months. The ADI-R and ADOS- 2 

are two tests used for ASD diagnosis, but the growing demand for appointments at diagnostic centres is causing bottleneck situations. 

Additionally, a sizable proportion of those on the autism spectrum are thought to go undiagnosed. With more people becoming aware 

of ASD, there is a significant desire for a quicker and more automated ASD diagnostic technique that could lead to a more accurate 

diagnosis and treatment plan. In [5]According to Marjane Khodatars, and Li Liu, “Neuroimaging based Deep Learning Autism 

Spectrum Disorders (ASD) are defined by difficulties in both verbal and nonverbal communication, social interaction difficulties, 

restricted interests, and repetitive behaviors with fixed patterns. A neurodevelopmental condition with a very wide range of symptoms. 

The disease has a number of different aetiologies, and the neuropathological process is not yet fully understood.In [6] According to 

Andrea Marotta, Individuals with a high level of autistic traits may experience variations in the time it takes to interpret facial 

expressions, which can be influenced by gaze direction. The integration of facial expression and gaze direction plays a significant role 

in deciphering another person's intentions, and people with ASD have been observed to have challenges in encoding and integrating 

these cues effectively. Fast and precise detection of direct gaze is essential for both survival and social relations since it informs us 

that we (the observers) are the object of the viewer's attention. Face expression and gaze direction work together to modify the 

allocation of attentional resources as well as indicate to the perceiver the self-relevance of the viewed face7,8,9.In [7]According to 

Ewa Pisula, Greater Autism Phenotype in Siblings of Children with ASD "A Review," Reviewing the research on BAP among siblings 

of people with ASD, it presents an overview of the field. Both in the general population and among relatives of patients with ASD, it 

has been regularly used to evaluate the BAP. The information could be helpful for both people with ASD and those in the general 

community in identifying genetic risk factors for various forms of autism. In [8]According to Stefania d Petcu, and Ciprian Dopre, 

"Students with Autism Spectrum Disorders and Their First-Year College Experiences," gaining an understanding of how they feel 

about widespread genetic testing. 39 parents of children with ASD were questioned in Taiwan. The main issues surrounding beliefs 

that genetic testing has no utility are reviewed and assessed. The research was easier to interpret because ASD was categorised into 

various symptom levels and age groups. The majority of parents of children with ASD who were interviewed had positive opinions of 

the genetic testing for the disorder, which provided additional information about the development. "Estimating Autism Severity in 

Young Children from Speech Signals Using a Deep Neural Network," by Marina Eni, claims that. a range of prosodic, acoustic, and 

conversational variables were extracted from speech recordings of Hebrew- speaking kids who had taken an autism diagnosis 

examination. In [9]According to Yangguang Liu, Xiaomin Zhang and, Xiao-Zhi Gao, " A framework for interactive human-robot 

games that enhances children's concentration through deep learning. The games create an immersive experience for the children.," 

We have proposed an immersive human- robot interactive (HRI) game framework based on deep learning for children's concentration 

training and demonstrated its use through human-robot interactive games based on gesture recognition in order to address bottlenecks 

such as the lack of qualified teachers, inattention during training processes, and low efficacy in concentration training. A deep learning 

algorithm known as YOLOv5 is used for image recognition and provides information feedback and video data collecting are the four 

functional modules that make up the HRI game system. In the beginning, we used the YOLOv5 algorithm to create a gesture 

recognition model with 10,000 images of children's gestures. Recognition training had an average accuracy of 98.7 

 

PROPOSED SYSTEM 

In our proposed system we aim to create a web application to diagnose and treat children with autism spectrum disorder. Our first step 

is to detect that is to identify if the individual (children) is affected with ASD this is done by using thetraining dataset from the 

existing dataset of the base paper.So we detect ASD affected by using various dataset that is already available. We are comparing 

the existing dataset with the dataset of the children to be diagnosed. If the result is positive that is they have ASD then we are treating 

the affectedone’s, or else exit from the system.  And  in  the next  step  weare providing training to the affected ones. This is done by 

providing two options reading and listening. In the reading phase we are providing a paragraph or more to the childrento read and 

improve their speaking vocabulary by continuous reading. In the listening phase similarly we are providing witha voice to listen to 

after listening to this voice they are asked with questions from the listened voice over and from theanswer we can know how was the 

concentration skill of the child can be improved. 
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Fig 1. The Architecture 

 

Every step needed to construct a machine learning project is included in the workflow. The following four major components 

make up a proper ML project: 

A. Gathering data 

Data collection can be done in real-time or using data gathered from a variety of sources, including files, databases, surveys, and 

other sources, depending on the project. 

B. Data pre-processing 

Usually, the acquired data contains a substantial amount of missing data, excessively high values, chaotic text data, or noisy data 

and cannot be used directly within the model; as a result, the data must be pre-processed before being entered into the model 

C. Training and testing the model 

The data is prepared for machine learning model incorporation once it is suitable for algorithm application. Before that, it's critical to 

have a general notion of the model that will be applied and perhaps produce a beautiful performance output. The data set is split into 

three main categories: the training set, the validation set, and the test set. The primary objectives are to train the data in the train set, 

calibrate the parameters using the "validation set," and then test the performance in the test set. 

D. Evaluation 

During the model creation process, evaluation is necessary to determine the model that best represents the data and predicts future 

performance most effectively.This is carried out once the model has been trained using various algorithms.The major objective is 

to complete the assessment and select the model once more appropriately 

 

MODULES 

Fig. 2. Use Case diagram 

 

The primary components of the suggested system are: 

A. Admin 

The login process is handled by our system administrator. Our web application's admin role has the most access levels. The 

administrator can access all elements in the Admin Toolbar and add material to any page. It follows that the administrator has 

access to options that apply to the entire app, including how our app is designed.Administrators can control a web application's 

configuration, settings, content, and features as well as perform oversight tasks that are essential to the operation of the business 

thanks to Admin.They are in charge of adding patients, viewing patients, and viewing the patient's guardian. They are also in charge 

of patient consultation. 

B. Guardian 

Since the ASD-affected youngsters are unable to complete every task on their own, the guardian serves as a liaison between the 

administration and the children. In addition to adding and viewing patients, the Guardian is in charge of several other tasks.They 

assist in the diagnosis of autism, patient education, and consultation with patients.In terms of assistance and advice, they are quite 

important.The use can be watched by Guardian.with healthcare providers and other experts. 
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CONCLUSION 

A person’s life can be  significantly  impacted  by  autism,a complex neurological illness.Finally, our web application is intended to 

support the early identification and management ofchildhood autism spectrum condition. Our programme intendsto make the process 

of identifying kids at risk of ASD and providing them with effective therapies easier by offering a user-friendly interface, interesting 

material, and focused assessments. By enhancing the effectiveness and efficiencyof the diagnostic process and putting them in touch 

with the resources they require to thrive ,we believe that this resource has the potential to improve outcomes for families and children 

with ASD. We anticipate having a significant influence with our application, and we are eager to continue developing and perfecting 

it. 
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