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Abstract—Analyzing Human behaviour has become essential for almost every organization for it to succeed, as it helps in 

tracking the people’s efficiency and factors associated with said efficiency. Behavioral Analytics utilizes a combination of 

artificial intelligence and big data analytics on consumer behavioural data and identifies patterns, trends, anomalies, 

outliers. Many Individuals have been training as practitioners and using this technology to address its various applications 

which are quite diverse such as education, verbal behaviour. During recent years, we went through a rough phase due to 

COVID-19 which affected our lives as well as our education. Most of the educational classes took place online. We want to 

use behaviour analysis to do a study of our peers' behaviour towards online classes during our lockdown. We, in this project, 

are trying to apply various machine learning techniques to find which are more suitable for monitoring/ helping students of 

our college.  

 

Index Terms—Clustering, K-means, Student Metrics.  

 

I. INTRODUCTION  

Unexpected incidents have occurred in recent years, requiring us to go into lockdown for months. Everyone has been affected by 

Covid-19 or SARS-COV2. Many people have lost loved ones as a result of this sickness. 

For nearly two years, students from all around the world had to attend online classes. Everyone did not have similar resources to deal 

with the difficulties of online classrooms while also scoring well on tests. Many institutions took various steps to make sure that their 

expectations were met. Some offered supplementary online classes, while others organised student groups.  

With all the uncertainty all around we wanted to analyse the impact of the same on students' performance. Were they successful in 

getting students to learn about all of the subjects? We were also keen to see Post Covid's performance. 

This project aims to answer our questions as well as generate a reliable performance monitoring system. 

 

II. MOTIVATION 

Many people's mental health has suffered as a result of the pandemic; common problems include increased stress and loneliness.  

There are many Socio-economic problems too. Not every student has equal access to facilities like fast internet or quiet study areas. 

It would be crucial to examine the impact that socioeconomic circumstances have had on students' capacity to succeed in online 

courses. What has been the impact of COVID on the students of our time? We are trying to find the answer to some of these questions 

by creating our model to detect student behaviour, Cause of their distress, be it financial or medical. 

Once we have a clear understanding of the current state of the art, the next step is to understand the tools and technologies used for 

our specific problem. We will assess the suitability of different tools and technologies for our project, and identify the ones that are 

most appropriate for our needs.  

Based on our research and analysis, we will then develop a machine learning model that incorporates multiple techniques we have 

learned during our review. The model will be designed to analyze human behaviour and cluster it into meaningful patterns. We will 

also ensure that the model is scalable and can handle large amounts of data, as this is crucial for real-world applications. 

 

III. LITERATURE REVIEW 

Clustering is a strong data mining approach that is employed in a variety of applications such as classification, and pattern recognition. 

There are various clustering algorithms, each with its own distinct approach to grouping things based on their attributes. These 

algorithms differ in complexity, scalability, and capacity to handle various forms of data. k-means, hierarchical clustering, density-

based clustering, and fuzzy clustering are some of the most common clustering methods. These algorithms come with their own pros 

and cons, which is why it is crucial to select the best algorithm for a certain application. Since it is a powerful tool for identifying 

patterns and connections in data, clustering is a crucial technique for data analysis and knowledge discovery. 

Partition-based clustering is an iterative procedure that divides data points into clusters by arranging them amongst clusters. All 

data points are initially regarded as a single cluster, which is then separated into smaller clusters. K-Means, K-Medoids, and K-

Modes are some popular partitioning techniques [3]. These methods optimise clustering by iteratively adjusting the positions of 

cluster centroids. 

Hierarchical clustering algorithms, on the other hand, adopt a different approach. Hierarchical clustering can be divided into two 

approaches: agglomerative and divisive [1]. Each observation begins in its own cluster in the agglomerative process, and pairs of 

these clusters are joined as we advance up the hierarchy. This method includes merging the two nearest clusters iteratively until 

only one cluster remains. The results are often shown as dendrograms, which show the clusters' hierarchical structure. 

There are various advantages of using agglomerative hierarchical clustering over other clustering algorithms. One of the primary 

benefits is that it can generate a hierarchical structure or ordering of the objects, which can be useful for data display and 

interpretation. The hierarchical structure of the data can aid in understanding the links between clusters and finding patterns or 
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trends. Furthermore, it does not require a predetermined number of clusters, which can be advantageous when the optimal number 

of clusters is uncertain [6]. 

Furthermore, agglomerative hierarchical clustering can handle mixed-dataset datasets and can be employed with a number of 

similarity measures. However, this method can be computationally expensive, particularly for large datasets, and the quality of the 

clustering result can be affected by the similarity measure and linking mechanism used. 

Divisive hierarchical clustering, on the other hand, begins with all observations in a single cluster and then splits the clusters into 

smaller clusters recursively. The divisive technique is breaking the largest cluster into smaller ones iteratively until all clusters 

contain just one observation. Dendrograms can also be used to display the hierarchical structure of divisive hierarchical clustering 

clusters [2]. 

 

IV. METHODOLOGY 

To gather the data needed for our analysis, we conducted a survey using Google Forms. The survey was distributed to students in our 

college. The dataset we obtained can be divided into three parts: demographic data, prompts, and metrics. 

The demographic data includes information about the students' environment and specific characteristics, such as their age, gender, 

and area of housing, parents’ job. 

The third part of the dataset consists of metrics, which allow us to track changes in student behaviour. The two metrics we focused 

on were attendance and marks scored by the students after the prompt. By tracking changes in these metrics, we can assess the impact 

of the prompts on student behaviour. 

 

V. ANALYSIS 

We started by cleaning up the data and removing any extraneous columns. 

The correlation matrix for the data frame df is calculated with the code correlation = df.corr(). The generated correlation variable is 

a square matrix with rows and columns representing the df variables and each entry representing the correlation coefficient between 

two variables. Because each variable is completely associated with itself, the diagonal elements of the matrix are always 1. The 

correlation matrix is an effective tool for investigating the correlations between variables in a dataset. 

We generate a heatmap plot of the correlation matrix. The x labels and y labels inputs give the labels for the x- and y-axes, which are 

obtained from the corr matrix's column names. 

 
Fig. 1. Heatmap for correlation matrix 

 

Now for the clustering 

K-means clustering uses distance for unsupervised clustering that groups data points that are close to each other into a set number of 

clusters/groups. 

The elbow method is a graphical representation of the process of determining the most appropriate value of 'K' in our Analysis. It 

calculates the WCSS (stands for Within-Cluster Sum of Squares), which is the sum of the square distances between cluster points 

and the cluster centroid. 

The graph derived from the elbow method indicates WCSS values (on the y-axis) correlating to various K values (on the x-axis). 

http://www.ijsdr.org/


ISSN: 2455-2631                                                   May 2023 IJSDR | Volume 8 Issue 5 

 

IJSDR2305261 www.ijsdr.orgJournal of Scientific Development and Research (IJSDR) International  1665 

 

In the derived graph we check for an elbow shape and pick the value of K at the point where curve  is formed. This is known as the 

Elbow point. 

 

 
Fig. 2 elbow method for finding k (x: No. of Clusters; y: within cluster sum of squares) 

 

From the above graph we know our k=3 

We generate a K-Means clustering object with three clusters and the 'k-means++' initialization method. K-Means is an unsupervised 

learning technique that attempts to divide the collected data into K groups, where K is the number of cluster. The 'k-means++' 

initialization approach is a methodology for selecting the initial centroids for the K-Means algorithm in a way that can improve the 

algorithm's convergence speed and lessen the likelihood of getting trapped in local optima. k-means.fit(X) applies the K-Means model 

to the data in feature matrix X. The algorithm's goal is to reduce the sum of squared distances between the data points and their 

corresponding centroids within the cluster. 

We add cluster labels to each data point in the feature matrix X after fitting the kmeans model to the data. The k_means_labels 

variable that results is an array of numbers, with each integer representing the cluster assignment for the corresponding data point in 

X. 

We assign the K-Means algorithm's cluster labels to the variable pounds.The code kmean_df=dataset duplicates the original dataset 

and saves it in a new variable called kmean_df. 

Finally, We add a new column to kmean_df called 'cluster_no_km', which holds the K-Means algorithm's cluster labels. 

 
Fig. 3. Summary of summary statistics for the dataset and each cluster using K-Means 
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Hierarchical Clustering 

We use 4 different types of Hierarchical Clustering techniques: 

• Complete 

• Average 

• Single 

• Ward 

 

The linkage mechanism selected can have a substantial impact on the resulting clustering. Single linkage results in long, stringy 

clusters, whereas complete linkage results in more compact clusters. Average linkage provides a balance between the two, and Ward 

linkage is especially effective for minimising variance within each cluster. 

 

Here are the results for the WARD linkage: 

 
Fig. 4. Dendrogram of ward linkage method 

 
Fig. 5 Summary of summary statistics for the dataset and each cluster using K-Means 
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VI. CONCLUSION 

A Student’s performance during COVID-19 is directly correlated with Area of Housing, Total Family Income, and their performance 

before COVID, and inversely proportional to Family Size meaning the more the members the worse the performance. 

The correlation between gender and performance during covid shows that this does not affect the performance of the student. This is 

because most of our sample data comes from affluent households where females get similar opportunities as their male counterparts. 

• K-means clustering shows that Cluster 0 had similar performance before and after COVID-19, but their performance 

dropped after COVID-19. Their attendance during COVID-19 was good compared to the other clusters. Cluster 1 and 2 both had 

students who performed well during COVID-19, possibly due to using the internet for help. However, Cluster 2 consisted of generally 

poor-performing students with the worst attendance out of all clusters. 

• From Hierarchical clustering we found that Cluster 5 had the worst performance throughout the entire period and had the 

most family members, with many living in a joint family setup. Cluster 3 had suspiciously high scores during COVID-19, indicating 

possible cheating, and their performance dropped after COVID-19. Cluster 1 and 2 had good performers with decent attendance 

during COVID-19. Cluster 1, which performed the best, had more male students, possibly due to females having to devote more time 

to household activities. 

 

Through this study we have been able to segregate all the students into various groups or clusters on the basis of their demographics 

and performance. This helps us understand the factors that might be affecting their performance.  

The study has helped us a lot in understanding the complexities associated with a student’s behaviour and performance in academics. 

The project has helped us in getting insights on ways that can improve the quality of education being imparted to the students. 
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