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Abstract—Both the deaf and the dumb use sign language frequently. The conversations have been more convenient for them. 

However, sign language may seem strange to those who have not studied it, or sign movements may be mixed up and 

confused with those who speak a different language. As a result, the goal of this initiative is to serve as a link between sign 

language users and those who doesn't use sign language. The technology offers two options: 1) to learn sign language, and 

2) to translate sign language in real-time. The user can record live video when the system is acting as a translator. The text 

for the sign will then be shown after the system has recognized the sign gesture. The user can mimic the sign displayed by 

the system for a certain sign when the system is used to learn. And the system will verify whether what the user has shown 

is accurate or not. The system is trained, and the photos are classified, using a database of Indian sign language. The area 

of interest, in this case, the hand, goes through several processes, such as using the OpenCV (module of Python) or CNN 

(Convolutional Neural Network) processes to recognize the sign. 

 

Index Terms—Sign language recognition, Gesture recognition, ASL, Hearing disability. 

 

I. INTRODUCTION  

Language is a fundamental aspect of human interaction since ancient times. It serves as a tool for people to express themselves and 

convey their thoughts about the world. Unfortunately, the rapidly changing society tends to overlook the needs of deaf individuals 

who face challenges in expressing their ideas and opinions to those who do not understand sign language. The use of sign language 

is not comprehensible to non-sign language users, creating a wider communication gap. However, the development of sign language 

recognition systems, a form of non-cognitive computing user interface, has the potential to address this issue. This technology allows 

computers to record and interpret human gestures as commands. While still under research in the field of computer vision, it has 

become essential for people with hearing disabilities who communicate through hand movements. Sign language recognition systems 

can provide an effective means of communication for the hard of hearing and a precise method of interpretation for those unfamiliar 

with sign language. It is important to note that sign motions vary across different nations, and standardization is crucial for accurate 

interpretation. 

 

II. RELATED WORKS 

The study described in reference [1] focuses on utilizing neural networks to detect hand gestures and recognize commonly used sign 

language. The aim is to develop a system that can identify and interpret sign language accurately. The study encompasses three main 

components: 

1) The establishment of a hand locating network based on faster R-CNN that recognizes sign language video or the hand portion in 

an image. Subsequent processing receives the output of the recognition as input. 

2) The article proposes a framework for sign language recognition that comprises two neural networks: a 3D CNN feature extraction 

network and an encoding/decoding network based on LSTM. The framework is designed to enhance the accuracy of sign language 

recognition by taking into account the context of image sequences. 

3) In order to tackle the challenge of recognizing sign language images or videos in practical settings, the article suggests a unified 

recognition algorithm that merges three neural networks: a network for detecting hand gestures, a 3D CNN feature extraction network, 

and an encoding/decoding network based on LSTM. The proposed algorithm aims to achieve better sign language recognition by 

combining these networks. 

According to the experimental outcomes, this approach has been able to attain a recognition accuracy of up to 99% on the widely-

used vocabulary dataset. The achieved performance has outperformed other methods currently available for sign language 

recognition. 

 

Reference [2] introduces a system that automates the recognition of Indian sign language (ISL) gestures using a standard camera to 

capture the gestures. The system is developed to identify individual ISL gestures, where each input image comprises only one 

character sign. To test the system's ability to recognize images in real-world environments, two datasets were created, one with 2600 

images of single-handed characters and the other with 2340 images of double-handed characters (A-Z). The recognition system 

described in the article uses several features extracted from the gestures as input. These features include structural features, local 

histogram features, and direct pixel values. The system achieved recognition rates of 95.30% for single-handed gestures and 96.37% 

for double-handed gestures using kNN and neural network classifiers. 

 

In [3] presents a recognition system that uses the Microsoft Kinect, GPU acceleration, and convolutional neural networks (CNNs) to 

identify Italian gestures. In contrast to conventional approaches that require manual construction of intricate features, convolutional 

neural networks (CNNs) automate the feature engineering process. The system achieves high accuracy in recognizing 20 Italian 
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gestures and can generalize to different users and environments with a cross-validation accuracy of 91.7%. The model's performance 

is also noteworthy in the ChaLearn 2014 Looking at People gesture spotting competition, where it attained a mean Jaccard Index of 

0.789. 

 

In [4] the authors propose a novel approach for video recognition that utilizes a 3D convolutional neural network used to automatically 

extract spatial-temporal features from unprocessed video streams, without the need for any manual feature design. The proposed 

approach employs multiple channels of video streams, such as color, depth, and body joint positions, to enhance the performance. 

These channels are fed as inputs to the 3D CNN to integrate depth and trajectory information and improve the feature extraction 

process. The model is evaluated on a dataset collected using Microsoft Kinect and is found to outperform traditional methods that 

rely on handcrafted features. 

 

In [5] propose new methods to create a hand gesture recognition system that is independent of the user, taking into account the 

challenges that come with such a system. The proposed method involves evaluating the performance of a pre-trained AlexNet model 

for gesture recognition. The fully connected layers (FC6 and FC7) of the model are used to extract deep features, and a support vector 

machine (SVM) classifier with a linear kernel is employed for pose classification. To improve recognition accuracy, principal 

component analysis (PCA) is applied to reduce the feature dimension. The effectiveness of the proposed technique is assessed on a 

benchmark dataset of 36 static hand gestures in American Sign Language (ASL) using leave-one-subject-out cross-validation and 

holdout cross-validation tests. The results demonstrate that the proposed approach outperforms existing state-of-the-art techniques. 

 

In [6] a cost-effective approach is presented for developing a recognition system for Sinhala sign language using image processing. 

The study tackles three main challenges in gesture-based human-computer interaction:  

(1) Recording the gestures, (2) filtering out environmental noise from the gestures, and (3) mapping Sinhala sign language gestures 

to the corresponding database entries. The proposed technique employs efficient skin color filtering techniques and centroid finding 

methods to successfully map the gestures to the corresponding database entries, regardless of the hand's size and position. The 

system's accuracy is evaluated through a real-time simulation setup, and the research findings can address the need for simple and 

efficient applications that convert dynamic gestures made by the signer to a predefined word or phrase. 

 

Reference [7] presents an Indian sign language converter that utilizes a Convolutional Neural Network (CNN) algorithm to identify 

and convert real-time images of Indian Sign Language gestures into their corresponding alphabet letters. A diverse background 

database was created, and various image pre-processing techniques were applied to prepare the database for feature extraction. Python 

software was used to feed the images into the CNN, and both offline and real-time images were tested for efficiency and accuracy. 

The results indicate that the testing images achieved an accuracy rate of 96%, while the real-time images attained an accuracy rate of 

87.69%. 

 

III. PROPOSED SYSTEM 

The gathering of data is a crucial component of this study because it has a significant impact on the findings. We use a webcam to 

record photos of hand movements that go through several processing steps in order to collect data for our system. In order to apply a 

mask to the photos, morphological approaches are used along with segmentation to identify the area of the skin tone in the 

photographs. The images are then subjected to a succession of elliptical kernel-based dilation and erosion processes. 

Camera  

To take pictures or create videos, an optical tool known as a camera is used, and here the camera is used to do the same i.e., to record 

the sign language being used. 

Video 

Camera records the video which contain the gesture of the sign language which has to be recognized. Hence the video must be of 

definition and quality. 

Data Acquisition 

The process of finding pertinent business data, arranging it into the required format, and transferring it into the designated system is 

called data loading. Effective machine learning algorithms cannot function accurately without high-quality data and proper data 

cleansing.  

Data Preprocessing 

Data preprocessing is a technique in data mining that aims to convert raw data into a comprehensible and useful format. In many 

cases, real-world data may be incomplete, inconsistent, or contain errors, making it difficult to analyze accurately. By performing 

data preprocessing, we can improve the reliability and accuracy of our analysis.  

Feature Extraction 

The process of transforming raw, unprocessed data into a set of numerical features. It can be used for analysis while preserving 

important information from the original data feature structure. Typically, employing this approach yields superior outcomes compared 

to applying machine learning algorithms directly to unprocessed data. 

Classify Data using Trained Models 

Classifying data using trained models involves using a machine learning model that has been previously trained on a labeled data set 

to predict the labels or classes of new, unseen data. The process of training a model involves showing it examples of labeled data and 

adjusting its parameters or weights to accurately predict the correct labels for each example.  
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Recognition 

The purpose of recognition is to accurately identify and is to classify characters and gestures performed by users, with the ultimate 

goal of providing effective and efficient means of communication to individuals who are deaf or hard of hearing.  

Output 

At the end the sign gestures will be identified and displayed in the text format for the user to read.  

 

Figure 1 The architecture 

    

IV. MODULES 

The main modules in the proposed system are: 

Admin 

The admin is responsible for managing user accounts, creating and editing pages, adding and deleting content, managing plugins and 

themes, and performing other administrative tasks necessary for the proper functioning of the website. Here admin deals with training 

the system. It involves teaching the system different sign language gestures.  

User 

User can use the system for learning sign language and also for sign language translation in real-time. The user requires a Device 

with internet facility as well as a camera foe taking live videos. User has place their hand before the camera so the system can 

recognize the sign gesture. 

Data-set Training 

Training a machine learning model involves using a data set to teach the system how to recognize and predict specific inputs, such 

as sign language gestures. The training data set consists of various images of these gestures, which are used to teach the system how 

to identify and interpret the patterns and relationships in the data. During the training process, the machine learning algorithm modifies 

the parameters and weights of the model to reduce the difference between the predicted outputs and actual outputs for each training 

example. This process enables the system to accurately predict the input based on the learned patterns in the data set. 

Live Video Processing 

Live video processing refers to the real-time manipulation of a video stream as it is being captured and transmitted. This involves 

using specialized software and hardware to process the video frames in real-time and apply various effects or modifications to the 

video stream. Here the sign gestures will be translated in real-time while processing the live video and the result will be shown as a 

text. 

Output 

In general, an output is the result of a process or computation. And here the end result, language will be translated to text. 

 

V. RESULT AND DISCUSSION 

The system identify the sign gesture present in the live video using CNN (Convolutional Neural Network).In following Figures the 

system was tested by placing a hand in front of the camera, and the system promptly began recognizing the sign gesture, the gesture 

we gave the system to recognize was the character 'B'. 
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Figure 2 Sign recognition using CNN. 

 

Figure 3 The result after recognition. 

VI. CONCLUSION 

Our project aims to facilitate communication between sign and non-sign language users using a convolutional neural network (CNN) 

and a training data set. By accurately translating sign language into text or audio formats, the system provides a practical solution to 

the communication barriers faced by deaf and taciturn people.   

 

Furthermore, the system can be expanded to include the translation of different sign languages used in different countries. With 

additional training, it could also be utilized to identify objects and food names in live videos or recognize various types of signboards, 

such as road signs or construction signs. 
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