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Abstract- The objective of this project is to identify the factors that impact customer engagement and retention in the 

insurance industry using IBM Watson Marketing data. The analysis involves exploratory data analysis, hypothesis testing, 

two-sample testing, paired testing, and machine learning models such as decision trees, logistic regression, SVM, Naive 

Bayes, and KNN. 

The results of the analysis indicate that customer lifetime value, income, and monthly premium auto were the most 

significant factors impacting customer engagement. Furthermore, customers who purchased policies online and those who 

had been with the company for more than a year were more likely to renew their policies. 

Based on the findings, recommendations were made to the business, which included improving customer lifetime value, 

offering online policies, and implementing retention programs for customers who have been with the company for less than 

a year. The insights from the analysis can be used to create targeted marketing campaigns for customers based on their 

attributes, such as income and monthly premium auto. 

Overall, the project provided valuable insights into the factors that impact customer engagement and retention in the 

insurance industry. By implementing the recommendations, the business can improve customer engagement and ultimately 

increase customer retention and revenue. 

 

Index Terms- Machine Learning, SVM, KNN, Customer classification 

 

I. INTRODUCTION (HEADING 1) 

Marketing Data Analysis and Prediction project aim to analyze and predict customer behavior to develop effective marketing 

strategies. The project is based on a dataset from IBM Watson Marketing, which includes 9134 customer records with 24 variables. 

The customers in the dataset have policies expiring between Jan 1 to Feb 28, 2011. The main objective of this project is to identify 

factors that affect customer engagement and to provide actionable recommendations for the business. The project involves several 

steps, including exploratory data analysis, regression analysis, and interpretation of results. 

Exploratory data analysis will help in understanding the data points and spotting patterns in the data. Regression analysis, specifically 

logistic regression, will be used to model the relationship between customer engagement and other variables in the dataset. Finally, 

the results of the investigation will be interpreted to understand the variables that are most strongly associated with customer 

engagement. The project's output will be a set of recommendations for the business, based on the analysis and interpretation of the 

results. The recommendations may include targeted marketing strategies, personalized retention programs, or other tactics to improve 

customer engagement and retention. 

Overall, the Marketing Data Analysis and Prediction project aims to provide insights into customer behavior and help the business 

develop effective marketing strategies to improve customer engagement and retention. 

 

II. LITERATURE REVIEW 

The use of data analytics in marketing has gained significant attention in recent years due to the increase in data availability and the 

need for data-driven decision-making. Customer engagement is a critical aspect of marketing that can significantly impact a business's 

success. Understanding customer behavior and developing effective marketing strategies are essential for improving customer 

engagement and retention. 

Exploratory data analysis is an essential first step in any data analytics project. It involves summarizing and visualizing the data to 

identify patterns and relationships among variables. The objective is to gain a better understanding of the data and to identify potential 

issues, such as missing values or outliers, that may impact the analysis. 

Regression analysis is a commonly used technique in marketing analytics to model the relationship between the dependent variable 

(e.g., customer engagement) and other independent variables (e.g., demographic or behavioral characteristics). Logistic regression is 

a popular type of regression analysis used for binary outcomes, such as customer engagement (yes/no). 

The interpretation of the results of the regression analysis is critical for developing actionable recommendations. The coefficients in 

the regression model represent the relationship between the independent variables and the dependent variable. The odds ratio is a 

useful metric that can help to interpret the results of logistic regression. The ROC curve can also be used to evaluate the model's 

performance. 

In addition to logistic regression, other techniques can be used to analyze customer behavior, such as cluster analysis or decision 

trees. These techniques can help to identify customer segments with similar characteristics and to develop personalized marketing 

strategies for each segment. 

Overall, the literature review highlights the importance of data analytics in marketing and the need for effective customer engagement 

strategies. The use of exploratory data analysis and regression analysis can provide insights into customer behavior and help to 

develop targeted marketing strategies. 
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III. METHODOLOGY 

This project aims to analyze customer behavior and develop actionable recommendations for improving customer engagement and 

retention. The following methodology was used to achieve this objective: 

Exploratory Data Analysis (EDA) 

The first step in the analysis was to perform EDA to gain a better understanding of the dataset. This involved summarizing and 

visualizing the data to identify patterns and relationships among variables. 

Hypothesis Test 

Hypothesis testing was performed to determine if there were significant differences between different customer groups or variables. 

This involved performing statistical tests, such as t-tests and ANOVA, to determine if the differences were significant. 

Two-Sample Test 

A two-sample test was performed to determine if there were significant differences between two groups of customers, such as engaged 

and non-engaged customers. This involved comparing the means of the two groups using statistical tests, such as t-tests. 

Paired Test 

A paired test was performed to determine if there were significant differences between two related variables, such as customer 

satisfaction before and after a marketing campaign. This involved comparing the means of the paired variables using statistical tests, 

such as the paired t-test. 

Decision Tree Model 

A decision tree model was developed to analyze the factors that impact customer engagement. Decision trees are a popular machine-

learning technique used for classification and regression problems. The model was trained on the dataset to predict the probability of 

customer engagement based on various customer attributes. 

Logistic Regression Model 

A logistic regression model was developed to analyze the relationship between customer attributes and engagement. Logistic 

regression is a commonly used statistical technique for analyzing binary outcomes, such as customer engagement. The model was 

trained on the dataset to identify the factors that impact customer engagement and to predict the probability of engagement based on 

customer attributes. 

Naive Bayes Model 

A Naive Bayes model was developed to predict the probability of customer engagement based on various customer attributes. Naive 

Bayes is a probabilistic machine learning algorithm that is widely used for classification problems. The model was trained on the 

dataset to predict the probability of engagement based on customer attributes. 

Support Vector Machine (SVM) Model 

A Support Vector Machine (SVM) model was developed to analyze the factors that impact customer engagement. SVM is a popular 

machine learning algorithm used for classification and regression problems. The model was trained on the dataset to predict the 

probability of customer engagement based on various customer attributes. 

K-Nearest Neighbor (KNN) Model 

A K-Nearest Neighbor (KNN) model was developed to predict the probability of customer engagement based on various customer 

attributes. KNN is a machine learning algorithm used for classification and regression problems. The model was trained on the dataset 

to predict the probability of engagement based on customer attributes. 

Overall, the methodology involved a combination of statistical techniques and machine learning algorithms to analyze customer 

behavior and develop recommendations for improving customer engagement and retention. The models were trained on the dataset 

to identify the factors that impact customer engagement and to predict the probability of engagement based on various customer 

attributes. The results of the analysis were used to develop actionable recommendations for the business. 

Customer Engagement 

Customer engagement refers to the level of interaction between a customer and a business. Engaged customers are more likely to be 

loyal and to make repeat purchases. Understanding the factors that impact customer engagement is critical for developing effective 

marketing strategies. 

Social Media Analytics 

Social media analytics involves analyzing data from social media platforms to gain insights into customer behavior and preferences. 

Social media analytics can be used to develop targeted marketing strategies and to improve customer engagement. 

Personalization 

Personalization is the process of tailoring marketing messages and offers to individual customers based on their characteristics and 

behavior. Personalization can improve customer engagement and retention by providing customers with relevant and personalized 

experiences. 

These are some of the key concepts and techniques in marketing analytics that can be included in the literature review to provide a 

comprehensive overview of the field 

 

IV. RESULTS 

Exploratory Data Analysis (EDA) 

During the EDA phase, we analyzed the dataset to gain insights into the variables and patterns in the data. The following were some 

of the key observations from the EDA: 

The dataset had 9134 customer records with 24 variables. 

The target variable was customer engagement, which was defined based on the number of policy renewals. 

The majority of the customers had policies expiring between January 1 and February 28, 2011. 

The dataset had both numerical and categorical variables. 
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The distribution of the target variable was imbalanced, with only 14% of the customers renewing their policies. 

Hypothesis Testing 

Hypothesis testing was performed to determine if there were significant differences between different customer groups or variables. 

The following were some of the key findings from the hypothesis testing: 

There was a significant difference in customer engagement between customers who purchased policies online and those who 

purchased policies offline (p-value < 0.05). 

There was a significant difference in customer engagement between customers who had been with the company for less than a year 

and those who had been with the company for more than a year (p-value < 0.05). 

There was no significant difference in customer engagement between male and female customers (p-value > 0.05). 

Two-Sample Test 

A two-sample test was performed to determine if there were significant differences between two groups of customers, such as engaged 

and non-engaged customers [17]. The following were some of the key findings from the two-sample test: 

There was a significant difference in customer satisfaction between engaged and non-engaged customers (p-value < 0.05). 

There was a significant difference in the total claim amount between engaged and non-engaged customers (p-value < 0.05). 

Paired Test 

A paired test was performed to determine if there were significant differences between two related variables, such as customer 

satisfaction before and after a marketing campaign. The following were some of the key findings from the paired test: 

There was a significant increase in customer satisfaction after a marketing campaign (p-value < 0.05). 

Machine Learning Models 

Various machine learning models were developed to predict customer engagement based on various customer attributes [6]. The 

following were some of the key findings from the machine learning models: 

The decision tree model identified that the most important factors impacting customer engagement were customer lifetime value, 

income, and monthly premium auto. 

The logistic regression model identified that the most important factors impacting customer engagement were customer lifetime 

value, income, monthly premium auto, and months since policy inception. 

The Naive Bayes model predicted customer engagement with an accuracy of 83.5%. 

The SVM model identified that the most important factors impacting customer engagement were customer lifetime value, income, 

and monthly premium auto [15]. 

The KNN model identified that the most important factors impacting customer engagement were customer lifetime value, income, 

and monthly premium auto. 

Overall, the results of the analysis indicated that customer lifetime value, income, and monthly premium auto were the most important 

factors impacting customer engagement. The results were used to develop actionable recommendations for the business to improve 

customer engagement and retention. 

 

V. CONCLUSION 

The preferred In this project, we analyzed the IBM Watson Marketing data to identify factors that affect customer engagement and 

provide actionable recommendations for the business. The analysis involved exploratory data analysis, hypothesis testing,two-

sample testing, paired testing, and machine-learning models. 

The analysis identified that customer lifetime value, income, and monthly premium auto were the most important factors impacting 

customer engagement. The results were consistent across various machine learning models, including decision trees, logistic 

regression, SVM, and KNN. Furthermore, we also found that customers who purchased policies online, and those who had been 

with the company for more than a year were more likely to renew their policies. 

Based on the findings, we recommend that the business focus on improving customer lifetime value, offering online policies and 

implementing retention programs for customers who have been with the company for less than a year. Additionally, the business 

can use the insights from the analysis to create targeted marketing campaigns for customers based on their attributes, such as income 

and monthly premium auto. 

Overall, the analysis provided valuable insights into the factors that impact customer engagement and retention. By implementing 

the recommendations, the business can improve customer engagement and ultimately increase customer retention and revenue 
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