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Abstract- As a child, I was always told that God has made all of us equal. However, my growing years opened my eyes to a 

not-so-equal world - with so many disadvantaged people in the world. One such category is persons with hearing and speech 

impairment. These individuals face barriers in their ability to communicate among themselves and with the rest of society. 

They learn to use sign language to be able to communicate. However, it is a harsh reality that most of us either do not feel 

the need or lack motivation to learn these languages. There is a need to improve the condition of these less privileged people 

to better integrate within the society. Through this project, I aim to build a novel algorithm(model) for sign language 

prediction using Convolutional Neural Network (Machine Learning). I used a dataset of images containing sign languages 

with more than 27455 images for training and 7172 for testing. We achieved an accuracy of 100% on the test set with this 

model. This will help better understand and establish communication with the speech and hearing impaired by 

understanding the meanings of various patterns of sign language. It will create an enabling framework to understand each 

other in a better way. This will lead to a brighter and more equal world. 

 

Index Terms: Speech Impaired; Hearing Impaired; Sign Language Prediction; Machine Learning; Artificial Intelligence 

 

1. Introduction 

I am deeply passionate about helping people. Be it sharing knowledge with underprivileged children in government schools or 

distributing possessions to the needy, it is something that gives me the utmost happiness. A disadvantage like hearing or speech 

impaired is a huge challenge. It curbs one out of the society. This problem must be addressed. Every person has the right to live a 

full life without constraints. Since we do not have the time to learn sign languages nor sufficient motivation, it is important to devise 

ways in which we can communicate with these people. 

 

Sign languages play a vital role in the lives of people who have hearing or speech challenges. Sign languages are distinct and fully 

developed languages that utilize visual-manual communication to convey meaning. They have their own grammar, vocabulary, and 

linguistic features, making them complete and complex linguistic systems. It's important to recognize that sign languages are not 

universal and are specific to different communities or regions. While there might be some similarities between sign languages due 

to shared features, they are generally not mutually intelligible across different languages. Figure 1 shows the list of all signs 

representing A-Z. Figure 2 presents some basic words in sign language. 

 

 
    Figure 1 - Sign Language (A-Z) [1]                         Figure 2 - Some Basic Words in Sign Language [2] 

 

Artificial Intelligence (AI) is a valuable upcoming asset. It is built to function as a human if not even better and more precisely. 

Convolutional neural network (CNN) is a branch of AI under Deep Learning, which can learn to predict image-based tasks. It has 

been emerging as a very strong leader in many different fields. These include medicine, signature, handwriting, and image 

recognition. These models help to perform tasks that humans find difficult and time-consuming. Once fed with a lot of data, these 
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networks can prove to be extremely helpful. Building an algorithm to learn and predict sign language can help this community of 

individuals with hearing and speech difficulties.  

 

 
Figure 3 - Real Life Example of how Convolution Neural Networks read and decipher images [3] 

 

Sign Language Prediction is a field that has already been indulged and researched in. There have been many successful models in 

the past. For sign language prediction, a series of steps need to be followed. People who are unable to speak learn sign language to 

communicate. Our aim is to build an algorithm that will be able to read the sign languages and successfully and efficiently convert 

the signals into words. We will use a large dataset which will help to provide a huge amount of data to the model. Thus, the algorithm 

will be able to predict many different signs. I also aim to improve the existing models by building a novel CNN algorithm that is 

more accurate and user-friendly. Taking forward this valuable initiative is important in order to provide the disadvantaged with a 

platform to better express their views, communicate, and better integrate with society. 

 

2. Literature Review 

2.1 Convolutional Neural Network 

Convolutional Neural Network (CNN) is a branch of Artificial Intelligence (AI) and Machine Learning (ML) that is commonly 

used for image processing tasks. CNN involves methods to perform functions that would take a lot of time for humans. Some 

examples include face recognition, handwriting recognition [4], and the subject of this research paper, sign language prediction. In 

recent years, CNN has been used in many medical science applications, such as radiology and cancer detection, and emotion and 

facial recognition [4]. A lot of work is also being put into hand gesture recognition in this vast world of computer vision [5]. In the 

case of skin cancer detection, an algorithm scans a mole on a person’s skin and conducts all the necessary processes to define the 

mole as benign or malignant. This enables a person, sitting at home, to know if he/she has skin cancer. CNN models are extremely 

valuable and are set to lead in many different aspects of our lives.  
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Figure 4 - Methods involved in Convolutional Neural Network [6] 

 

CNN architecture has three layers: convolutional layers, pooling layers, and fully connected layers. Convolutional layers largely 

deal with feature extraction, pooling layers with dimensionality reduction whereas the fully connected layers convert the obtained 

features into the output. In CNN, the algorithms are designed to automatically learn the spatial hierarchies of characteristics. This 

is performed through a method called backpropagation [4]. Feature extraction is an important step in every conventional pattern 

recognition task. There are two cases for feature extraction. These include extracting features from (i) static images and (ii) dynamic 

images. Static images make it easy to perform this task and also have a lower computational cost. However, for dynamic images, it 

is required to combine a sequence of gestures and movements to extract the features [7]. Images are processed through kernels, 

which are also referred to as ‘feature extractors’. A lot of data needs to be provided to the algorithm/model to make it as accurate 

as possible. This is because a large amount of data embodies all different possibilities of images occurring, through rigorous training 

and testing. CNN is still a work in progress and has flaws such as overfitting (when the model obtains unnecessary information 

during training and does not perform very well on a new dataset). It is, however, tipped to be the leader of the world in the upcoming 

years.       

 

 
Figure 5 - Convolutional Neural Network - Architecture [8] 

http://www.ijsdr.org/


 ISSN: 2455-2631                                          October 2023 IJSDR | Volume 8 Issue 10 
 
 

IJSDR2310001 www.ijsdr.orgInternational Journal of Scientific Development and Research (IJSDR)  65 

 

 

 

2.2 Sign Language Prediction using CNN 

Many people in the world are at an extreme disadvantage. One category of such people includes the speech and hearing impaired. 

These people have limited means to communicate. We need to step up and provide solutions so that they can better integrate into 

society. In the past, we have witnessed inventions for Sign Language prediction, thus making their lives better. To carry on this 

initiative, in this study, we plan to predict Sign Language using a Machine Learning Algorithm.  Subsequently, we aim to construct 

a novel algorithm and model (using CNN) in order to make Sign Language Prediction more accurate. ‘Sign Language Prediction 

using Machine Learning Algorithm’ is a topic that intrigued me as soon as I ventured upon it. I have previously been associated 

with helping the less privileged. I believe that this idea has huge potential to help such people all around the world. 

 

Md. Moklesar Rahman et al. have used specific methods to perform the task of Sign Language Prediction. They used the Massey 

University Gesture dataset which included standard ASL hand gestures comprising 2425 images.[9]. Another method used by Nipun 

Jindal et al. states that the process of sign language prediction includes several vital steps: Image Acquisition, Preprocessing, 

segmentation, feature extraction, and outputs. They mention drawbacks due to the lack of 100% accuracy (which will be the case 

for most models).[10] A similar procedure is used by Karma Wangchuk et al. They say that the prediction takes place through steps 

that consist of a system overview, data acquisition, image pre-processing, feature extraction, and finally image recognition.[11]. 

Another study has been conducted using SVM (Support Vector Machine Learning Algorithm) by Vanita Jain et al. It has achieved 

an accuracy of 81.49% [5]. Building upon these, my goal, through this research project, is to create a novel sign language prediction 

model which can be used in real-time and make the lives of those in need as convenient as possible.   

 

3. Methodology 

3.1. Dataset:  

For the CNN model to learn, I used a dataset of sign language images. 34,627 images were divided into two sets of 27,455 images 

for training and 7,172 images for testing after a division ratio of 0.8:0.2 between both sets. There were 24 different outcomes or 

classes of sign language in this dataset. The figures have not been diluted with much cleaning. However, they have been processed 

to be clear enough to identify the 24 outcomes with rigorous training and testing. These images have been sourced from a learning 

platform called Kaggle.  

 

For each sign language that is part of the dataset, the work relates to this dataset containing the data. Further, it helps to comprehend 

the data and extract the corresponding meaning. The outcome was eventually presented on the screen for the user to read, 

understand, and communicate with the disabled person. The data used in the code is freely available and can be accessed from 

Kaggle. Figures 6 and 7 show the labels of the images along with the pixel values of images for the training and test set respectively. 

Figures 8 and 9 below show examples of the images in the training and testing sets of the dataset respectively.  

 
Figure 6 : Labels of the images and the pixel values of images for the training set 
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Figure 7 : Labels of the images and the pixel values of images for the testing set 

 

 
Figure 8 - Examples of the images in the training set 
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Figure 9 - Examples of the images in the testing set 

 

3.2. Model:  

A novel and efficient CNN Model has been constructed for the prediction of sign language. This model features 3 convolutional 

layers, 3 pooling layers of depth, and 2 fully connected layers. I used a filter size of 3x3. I had 24 outcomes. I have also done batch 

normalization. For all the convolutional and pooling layers, I have used the ReLU activation function. ReLU (rectified linear unit) 

is an activation function defined as a positive part of its argument. It can be expressed mathematically as shown below :   

 

 
 

For the final outcome, I used the SoftMax activation function. Softmax is usually used as the last activation function. It helps to 

normalize the result of the convolutional networks. To compile the model, I used the Adam optimizer with a categorical cross-

entropy loss function. The pooling layers were operated after each convolution layer.  

 

3.3. Pre-Processing and Experiment:  

The images in the dataset were of varying sizes and dimensions. There was a need to convert all these images into equal sizes for 

input to train the CNN Model. These images were thus resized into 28x28s. This would reduce the size of the data and increase the 

speed of computation of the working model. The task was achieved by converting all RGB pixel values and dividing them by 255.   

 

The following steps present the training and validation process of the Algorithm :  

 

1) The pre-processing training images are passed into the model as input. 

2) These images enter the convolution layers which extract the features of the images.  

3) Finally, the information is interpreted by the convolution neural network’s machine learning algorithm. 

4) The output is presented on the computer screen.  
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[12] Figure 10 -  Various steps involved in the pre-processing of images in CNN 

 

4. Results and Discussion:  

This CNN model is a robust model which also allows for moderating through various parameters. The components of the model 

can easily be modified. Thus, the model is flexible as well. There were many changes that were made in order to obtain the best 

version of this model and in order to remove the possibility of errors to the largest extent possible. We experimented with various 

activation functions including Sigmoid, Tanh, Linear, and ReLU. Among these, ReLU proved to be the most accurate function. A 

range of epoch values from 5 to 20 were tried. It was observed that the model presented the best results at 13. 

 

 
Figure 11 - Accuracy-Epochs and Loss-Epochs Graph 
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While training, the model achieved an accuracy of XX. The figure (Figure 5) on the left plots the Accuracy-Epochs graph while the 

figure (Figure 5) on the right plots the Loss-Epochs graph. The two graphs attached below show the details of the outcomes. It 

shows that the accuracy achieved is much larger than the loss, which is nearly zero. Loss is defined as the difference between the 

expected and observed results. We can calculate how much worse than the expected outcome was the obtained result. The lesser 

the loss, the more accurate and precise the model is. In the figures, we can clearly see the two graphs, showcasing the accuracy and 

loss respectively. We can clearly observe that the accuracy has burgeoned on training and testing the model. On the other hand, the 

loss has fallen significantly, making our model very strong and trustworthy.  On the testing data, we obtained 100% accuracy.  

 

 
Figure 12 - Confusion Matrix : Showcases how well the algorithm is performing 

 

In the figure attached above, we can see that our model and algorithm is leaning well on all the images that have been fed into the 

dataset. The confusion matrix obtained is very impressive. Confusion matrix shows how well the model has performed across all 

aspects.  

 

4.1. Strengths: 

We were able to produce a 100% accurate model through the methods and sources we used. We used a large dataset in order to 

train and test our model to the best extent possible. It proved to be extremely helpful. The model has performed very well, as is 

evident in the images and figures attached. The images were successfully diluted and cleaned to be of a level that is easily readable 

and can be sensed by the convolutional neural network. We used all the processes that we talked about in the previous sections of 

our report. We used different parameters, kept modifying the algorithm and used the best activation function ReLU. These together 

added up and proved to be the core elements of a perfectly accurate sign language prediction model.  
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4.2. Limitations:  

Although we managed to achieve a model with a 100% accuracy, there are always some limitations which draw a line to the extent 

we can go to. We could have used more diluted, cleaner and resolution images. We could have made use of video to train and test 

our model. This is something that can definitely be ventured in the future.  

 

5. Conclusion: 

I took on this project as a challenge to help the disadvantaged people who are speech or hearing impaired. We need to appreciate 

the fact that we are in perfect condition without any disabilities or discomforts. We need to respect and help people who are not as 

privileged as us. Throughout this project, I came across many different models and methods of solving this problem and tried to 

arrive at the best and most accurate solution possible. I incorporated all the steps in a careful and thoughtful manner. I used CNN, 

which is a part of deep learning algorithms, to perform this task. I utilized the three fundamental steps, including convolution layers, 

pooling layers and fully connected layers. At the end, with the help of the large dataset that I used, I was able to produce an algorithm 

that predicted sign language with an accuracy of 100%. I hope this model proves to help people in need and makes the world a 

better place.  
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7. Appendix 

 

 
Figure 13 - Code: Displays the steps that were applied to reach the desired output 
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